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Abstract

This thesis focuses on the development of a tool chain to analyze time series of medical
images automatically. Time series of medical images are acquired when monitoring disease
progression or medical treatment by using, e.g.,magnetic resonance tomography(MRT) or
computer tomography(CT). If the disease or treatment induces structural change of tissue
and/or bone, this change may result in differences between the images that can be quantified
and further analyzed.

However, additional differences between the images may be present due to the imaging
process only. They have to be eliminated prior to the quantification of relevant changes. Be-
sides noise and artifacts, which are only discussed in brief, rigid registration is used to elim-
inate altered positions of the patient during image acquisition. A review on the established
methods is given, and two voxel based approaches are finally selected to be included in the
tool chain. Also, MR image series often represent identical materials at different intensities
even when acquired by using the same protocols, e.g. due to the imperfection in the scan-
ner hardware. Therefore, a variety of approaches was investigated to automatically adjust the
intensity of pairs of MR images of the head. It is shown that the optimization of statistical
measures is useful to improve the material-intensity consistence.

With the preprocessing steps given above, the images of a time series are adjusted for
position, orientation, and intensity distribution. Hence, the residual differences between the
images are assumed to be induced by the disease/treatment process only. Non-rigid registra-
tion based on fluid dynamics is employed to quantify these differences. Since fluid dynamics
based registration is known to be computational intensive, approaches are tested speed up reg-
istration. As a result of this work, it is shown that a variant of the Gauss-Southwell-relaxation
is best suited to solve the registration problem with a sufficient accuracy on a workstation
class computer.

With non-rigid registration, the differences between the images of a time series are given
as large scale vector fields that are difficult to interpret. Therefore, I propose contraction
mapping to detect critical points (e.g., attractors and repellors) in order find deformation spots
in the time series images. The accuracy of this method is demonstrated by its application to
synthetically generated vector fields.

As the last analysis step, a visualization based on surfaces extracted from the anatomical
image data, overlaid with the deformation fields, and in conjunction with possible critical
points is used, to illustrate the monitored anatomical change.

This tool chain was applied to pathological MRT data, such as data acquired during the
progression of Alzheimer’s disease or during the post-acute phase following an intra-cerebral
hemorrhage. It is illustrated how a better understanding of the disease process may be achieved.
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Another example, CT examinations during midfacial distraction osteogenesis demonstrate the
usefulness of a proper 3D analysis of a treatment process. These examples demonstrate that
this tool chain even captures minute changes in time series data that are easily overlooked.
In addition, it allows the quantification and qualification of structural changes on a high level
description.
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Symbols and Abbreviations

Notation Description
N set of natural numbers
Z set of integral numbers
R set of real numbers
u,vv,x vectors and vector fields
α,β,γ Eulerian angles
A⊆ B, (A⊂ B) A is a (true) subset ofB
A∩B intersection of setsA andB
∧ logicaland
⇔ if and only if
[a,b], ]a,b], [a,b[, ]a,b[ closed, left half open, right half open, open interval froma to b
f : A→ B f is a mapping fromA to B
∀ for all ...
Ω continuous image domain
Ω̂ discretized image domain
Ψ intensity range
I : Ω→Ψ imageI with coordinate domainΩ and intensity rangeΨ
S: Ω→Ψ, (R : Ω→Ψ) study (reference) image
IΩ,Ψ, I image space
T coordinate transformation space
P(I(x) = u) probability that intensity of imageI at locationx equalsu
H(I) histogram of imageI
Ĥw(I) histogram of imageI filtered with a Gaussian kernel of widthw
E(I)

(
D2(I)

)
mean (dispersion) of intensities of imageI

η(I) entropy of imageI
J(T)|x0

Jacobian of transformationT atx0

Areg(R,S,T), Areg registration accuracy when registering study imageS to reference
imageRby using transformationT

L Navier-Stokes-operator
µ, λ Lamé’s elasticy constantsµ (shear) andλ (dilatation)
AD Alzheimer’s Disease
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viii

Notation Description
CC cross corelation
CSF cerebrospinal fluid
CT computer tomography
MR(T) magnetic resonance (tomography)
MINRES minimum residual algorithm
(N)MI (normalized) mutual information
RED rigid external distraction
SOR(A) succesive over-relaxation (with adaptive update)
SSD sum of squared differences
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Chapter 1

Introduction

In this chapter it is outlined, why the automatic analysis of time series medical images is an
interesting and important research area. Relevant literature on the topic is reviewed, and at
the end of the chapter it is outlined how this thesis is organized.

1.1 Focus of this work

This thesis focuses on the quantification and qualification of changes in time series of medical
images of the head. Quantification of changes in such series is performed by a matching pro-
cedure, theregistration. Based on measures that describe the similarity of images, so-called
cost functions, a displacement field (transformation) is calculated which maps corresponding
structures from one image (thestudy image) to another (thereference image). Interesting re-
gions of change are then segmented from this transformation. Finally, a concise visualization
helps to understand the nature and pattern of change.

Figure 1.1: Example slices from a MR volume dataset of a patient with diagnosed Alzheimer’s Disease.
The left image was taken first, the middle one twelve month later, and the right one 32 month after the
first. Visual inspection, which is still the gold standard in clinical neuroscience, allows for a qualitative
description of the disease progression only.
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4 CHAPTER 1. INTRODUCTION

Time series of medical images may be acquired by monitoring disease processes or treat-
ment. With the application ofmagnetic resonance tomography(MRT) or computer tomog-
raphy (CT), images are obtained as 3D matrices of gray scale values. Relevant differences
between these images are induced by the monitored disease / treatment process. The assess-
ment and interpretation of these differences is the main focus of this thesis. In addition, also
methods are described that eliminate differences between time series images introduced by
the imaging process only.

1.2 Motivation

Monitoring Disease Progression

As a first impression of time series of medical images, consider the development of a patient
with the clinical diagnosis of Alzheimer’s Disease (AD). The most prominent clinical feature
of AD is the progressive memory impairment. While the recall of information stored in long
term memory is preserved until advanced stages of the disorder, especially the ability to learn
new information decreases. For research and clinical purposes, clinical criteria have been
developed to distinguish probable, possible, and definite AD, based on deficits in cognition
and memory, the onset age, and the presence of a dementia syndrome (McKahn et al. [78]).
However, the accuracy of these criteria is limited (cf. Varma et al. [114]).

Neuro-imaging is the most widely used ancillary test to support the clinical diagnosis.
However, its value in clinical practice is still not very well known. Images given in Fig.1.1
have been acquired during a 32 month interval. As a consequence of disease progression, an
enlargement of the ventricles can be seen. However, visual inspection allows a qualitative
description only. Analyzing shape changes quantitatively has the potential to reveal a disease
pattern that may support an early diagnosis.

Figure 1.2: From left to right: A twelve year old boy suffering from a bilateral cleft lip and palate, pre-
operative status; the RED system applied to a model skull; post-operative status. Esthetic improvements
are obvious, but the analysis of the bony changes was impossible so far.
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Evaluating Medical Treatment

As another example of time series medical images the monitoring of active treatment may
hold forth. Consider the sutural midfacial distraction osteogenesis with simultaneous rapid
maxillary expansion by using arigid external distraction(RED) system, to correct a bilateral
cleft lip and palate (Fig. 1.2).

Using a RED system for midfacial distraction osteogenesis is a method to correct the under-
development of the midface, surpassing traditional orthognathic surgical approaches for these
patients (Hierl and Hemprich [56], Polley and Figueroa [87, 88]). In complex malformations,
surgery planning is based on CT images followed by a modified midfacial osteotomy. Finally
the midface is slowly advanced by a halo-borne distraction device until a correction of the
midfacial deficiency is achieved.

Figure 1.3: Pre- (left) and post-
operative CT scans of a person
treated with the RED-System
(see also Fig. 1.2).

Although striking esthetic improvements are obvious, the analysis of the three-dimensional
bony changes of the skull was impossible so far. A thorough analysis of these changes,
however, is necessary to get a better understanding of the effects of the distractor onto the
whole skull, and thus, to improve therapy planning. This is of eminent importance for the
new field of sutural distraction, in which the midface is displaced without or with only limited
osteotomies (Hierl et al. [57]). Furthermore, bio-mechanical considerations on midfacial
advancement dynamics, e.g., the determination of the point of force application by using the
RED-system and its relation to the center of rotation, are important to get an understanding
of the final treatment outcome and to improve treatment planning. Routinely acquired pre-
and postoperative CT scans are used to monitor these changes (Fig. 1.3), but again, a manual
quantification of changes seems not feasible.

In both examples, an analysis of structural changes with time may increase knowledge
about the underlying disease or treatment process. Disease patterns may be revealed, and
the impact of medical treatment can be measured. Also, a better understanding of a disease
or a treatment can help to improve computational models of head and brain. These models,
finally, can be used to enhance treatment planning in general and enhance navigation systems
for (neuro-)surgery in particular.
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1.3 A Review of Time Series Medical Image Analysis

The manual analysis of medical images is dependent on the expertise and objectiveness of the
observer. Lemieux at el. [67] described methodologies for manual volumetric measurements
of the hippocampus and the cerebellum in MRT data. They noted that it was necessary to
blind the operator to the chronological order of the data sets and the nature of the subject
(patient or normal control) to avoid human prejudice.

But with the emergence of better tools for image registration (see chapter 3 and chapter 4),
methods were developed to analyze images automatically.

Usually, the first step in an automatic analysis of serial medical images includes rigid
registration, to eliminate positional differences of the patients during image acquisition. Rigid
registration restricts the transformations applied to the images to rotation and translation.
Consequently, these transformations are not able to deal with local variations between the
images, but only with global ones.

Based on rigid registration, Lemieux et al. [68] introduced a method to detect and assess
changes in lesions, which can be found in image data of epilepsy patients. Intra-subject pairs
of serially acquired MR images, rigidly registered, were used to calculate difference images.
The difference images were normalized into Talairach space (Talairach and Tournoux [103]).
By using only images of normal controls, a structured map was created to represent the
noise, generally present in MR images. By comparing a patient’s difference images with
this structured noise map, changes in the time series image could be detected, even in image
areas which originally were reported as “unchanged” after visual inspection. Nevertheless,
this method is strongly dependent on the accuracy of the initial rigid registration.

Another method to analyze time series medical images by rigid registration was presented
by Fox et al. [40]. The brain was segmented in rigidly registered image pairs of AD patients
that were acquired with a 12-month interval. The change in cerebral volume was computed
directly from the image sets by using an interactive tool [43]. Fox et al. [40] reported that
their method offers the ability to measure the rate of atrophy, and thus, to measure a drug
effect in patients.

Non-rigid registration adds local variability to the registration process. Therefore, the
structural change over time, monitored by medical imaging (e.g., MRT or CT), can be quan-
tified by a non-rigid transformation. This transformation can then undergo further analysis.

One approach to analyze a transformation is the evaluation of its Jacobian. The Jacobian
[15] can be seen as a measure for the volume variation introduced by a transformationT at a
certain pointx. It is given as

J(T)|x = det(∇T|x), (1.1)

(for a discussion see section 2.2). IfJ(T)|x > 1, the displacement field describes growth, and
if 1 > J(T)|x > 0, it describes shrinkage in the vicinity of pointx; for topology preservation
J > 0 has to be ensured during non-rigid registration.

Based on this property of the Jacobian, Rey et al. [91] proposed a method to detect and
quantify evolving lesions in time series images ofMultiple Sclerosis(MS) patients. The
images, acquired by monitoring disease progression, were registered non-rigidly, yielding a
transformation that describes the disease progression. By calculating an image whose inten-
sity values correspond to the Jacobian of this transformation and by thresholding the image,
Rey et al. [91] were able to segment shrinking and growing regions. Compared with Lemieux
et al. [68], their method is robust with respect to misalignment during rigid registration, since
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errors in rigid registration are compensated when the Jacobian is evaluated.
Chung et al. [27] extended this approach by creating probability maps of shape change.

With their application to time series MR images of children, they demonstrated how this
method can be used to detect growth patterns of the brain.

Another approach to analyze time series images for growth pattern was introduced by
Thompson et al. [108]. The developing brain of children (aged 3-15 years) was monitored
with MR examinations. Later, the non-rigid transformation describing the structural change
in the course of time was analyzed by evaluating continuum mechanical tensor maps [49,
109, 110]. Amongst other things, Thompson et al. [108] identified that the fiber system,
which mediates language function and associative thinking, grew more rapidly in the time
before and during adolescence, with growth attenuated shortly afterwards – a pattern that
coincides with the ending of a well-known critical period for learning language (Grimshaw
et al. [50]).

In summary, the analysis of time series medical images is an active research area. Its aims
are the analysis of the individual development of the brain during growth and disease, the
measurement of treatment impact, as much as the detection of growth and disease patterns by
statistical means.

1.4 Outline

Throughout this work, a tool chain for the analysis and the interpretation of time series of 3D
medical images will be outlined and developed. Furthermore, this tool chain will be applied
to sample data in order to analyze its applicability.

In chapter 2, the mathematical foundation is outlined by introducing basic concepts, such
asimages, transformation, registration, voxel similarity, cost functions, andmulti-resolution
image processing. Chapter 3 discusses differences between time series images that result
from different imaging conditions only. Approaches to rigid registration, used to eliminate
differences in head positions, are addressed, and a method for automatic intensity adaption
of intra-modal images is proposed and tested. In chapter 4, an overview of non-rigid registra-
tion is given and non-rigid registration based on a fluid dynamic model will be discussed in
detail. Approaches for performance optimization of this computational intensive algorithm
are studied. Chapter 5 is dedicated to the qualitative analysis of non-rigid transformations.
The concept ofcritical points is illustrated, a novel method for detection of critical points on
a discrete lattice is proposed and tested. Afterwards, a short insight into visualization tech-
niques is given in chapter 6. Chapter 7 shows applications of the tool chain, and finally, a
critical review concludes this thesis as chapter 8.
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Chapter 2

Basic Concepts

This chapter focuses on the definition of images, transformations, and statistical measures.
Further, the main concepts of registration, similarity measures and cost functions will be
illustrated. Finally, the discretization of an image domain and an approach to multi-resolution
image processing is introduced.

2.1 Notation

In the followingN denotes the set of natural numbers; vectors and vector fields are denoted
by lower case letters in bold font such asu,v,x and upper case letters in bold font represent
matrices (A,P). If not otherwise indicated, all scalars, constants, vectors elements, and matrix
elements considered here are real, i.e. are taken from the set of real numbersR. The Landau
symbols [15]o(. . .) andO(. . .) are used in the following manner:f (x) = o(g(x)) if f (x)

g(x) → 0

for x→ 0, and f (x) = O(g(x)) if
∣∣∣ f (x)

g(x)

∣∣∣ ≤C for x→ ∞,C = const. Other symbols will be

introduced when applicable.

2.2 Images and Transformations

Definition 2.1. With Ω ⊆ R3 andΨ ⊆ R an image I is defined as a mapping I: Ω→Ψ. Ω
is called theimage domain, andΨ its intensity range. I(x) denotes the intensity of image I at
coordinatex ∈Ω. The set of all images{I : Ω→Ψ} is called theimage spaceI.

If not otherwise indicated,Ω = [0,1]3 ⊂ R3, and since this thesis focuses on gray scale
images only,Ψ = {0,1, . . . ,255}. Thestudy imagewill be denoted asS : Ω→ Ψ, and the
reference imageasR : Ω→ Ψ. The ordered pair(x, I(x)), consisting of a coordinatex ∈ Ω
and the corresponding image intensityI(x), is referred to as a volume element (voxel).

Two types of mappings change a voxel: an intensity mappingM : Ψ→ Ψ, acting on the
intensity valuesI(x), and a spatial mappingT : Ω→ Ω, acting on the coordinatesx. This
yields the following definitions:

Definition 2.2. A mapping M: Ψ→ Ψ of the image intensity range onto itself is called an
intensity adjustment.

9



10 CHAPTER 2. BASIC CONCEPTS

Definition 2.3. A mapping T: Ω→ Ω of the image domain onto itself is called atransfor-
mation, the set of all such transformations T: Ω→ Ω is called the transformation spaceT.
T0(x) := x∀x ∈Ω is called theidentity transformation. An image can be deformed by means
of a transformation T like I(x)→ I(T(x))∀x ∈Ω. The transformed image S(T(x)) will also
be denoted as ST .

Figure 2.1: Examples of affine-linear transformations (first row): original image, rotation, scaling,
shear, and examples of non-linear transformations (second row).

In general, linear and non-linear transformations can be distinguished (Fig. 2.1). With
non-linear transformations, the transformation spaceT is not restricted per se. With a linear
transformationT, on the other hand, the transformation spaceT is restricted to the affine-
linear mapping

T(x) := Ax +b,A ∈ R3×3,x,b ∈ R3. (2.1)

For transformationT, this yields 12 degrees of freedom: nine for rotation, scaling, and shear
(matrix A) and three for translation (vectorb). When the transformation is further restricted
to six degrees of freedom, i.e. to rotation and translation only, the transformation is called
rigid.

Since the transformations considered here describe spatial displacements of voxels, they
are best described in the so-calledEulerian reference framewhere the voxels are tracked by
their position: A voxel originates at timet0 = 0 at coordinatex ∈Ω. As it moves throughΩ,
its displacement at timet ∈ R is given as a vectoru(x, t) ∈ R3. The set of the displacements
of all voxels of an image is called a displacement field over domainΩ, and its value at timet
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is denoted asu(t). The corresponding transformationT can be given coordinate-wise:

T(x, t) := x−u(x, t)∀x ∈Ω. (2.2)

The concatenation of two transformationsT1 andT2 with the displacement fieldsu1 andu2,
respectively, can then be given:

(T1⊕T2)(x) = x−u1(x−u2(x))−u2(x)∀x ∈Ω. (2.3)

Note, the concatenation of transformations is not commutative, i.e. in general(T1⊕T2) 6=
(T2⊕T1).

The Jacobian Operator

Definition 2.4. The Jacobian of a mapping T: R3→ R3 at coordinatex ∈ R3 is defined by
[15]

J(T)|x := det(∇T|x) . (2.4)

Since the transformationT is described by means of a displacement fieldu: T(x) := x−
u(x); the Jacobian can also be written as

J(T)|x = det(I − ∇u|x). (2.5)

Consider now the dilatationδx′ of a line defined by a pair of points (x, x+δx):

δx′ = δx+x−u(x+δx)− (x−u(x)) = δx−∇u(x) ·δx.+O(‖δx‖2) (2.6)

and in a first order approximation

δx′ = (I −∇u)|x ·δx. (2.7)

Thus the local volume dilatationδV ′ around pointx is given by

δV ′ = J(T)|x ·δV, (2.8)

and the transformationδV ′
δV of a small volume is classified by the Jacobian of the deformation

mappingT. If J(T)|x > 1 then the transformation describes a local expansion at pointx,
and if 0< J(T)|x < 1 it describes local shrinking. For the problem domain considered here,
transformations have to preserve topology. Therefore, the caseJ(T)|x ≤ 0 does not apply.

2.3 Registration

Registration aims at transforming a study imageS with respect to a reference imageR, so
that structures at the same coordinates in both images finally represent the same object. In
practice, this is achieved by finding a transformationTreg∈T which minimizes a cost function
Fcost : I× I→ R, while constraining the transformation through the joint minimization of an
energy termE(T):

Treg := argmin
T∈T

(Fcost(ST ,R)+κE(T)) . (2.9)
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The cost functionFcostaccounts for the mapping of similar structures.E(T) ensures topology
preservation, which is necessary to maintain structural integrity in the study image, and it thus
introduces a smoothness constraint on the transformationT. The parameterκ is a weighting
factor that balances registration accuracy and transformation smoothness.

Similar to the classification of transformations, a registration can be classified asrigid,
affine, or non-rigid, corresponding to the transformation applied. Approaches to rigid regis-
tration will be addressed in chapter 3; chapter 4 will discuss non-rigid registration.

The registration, as described above, requires a cost function that has its (global) minimum
when the images match best

Fcost(S,R)→min⇔ (S→ R). (2.10)

Cost functions can rely on image features (edges, extremal points, crest lines) or on voxel
intensities. The registration approaches used here are voxel based. Therefore, measures have
to be introduced that describe image similarity based on intensity values. In order to discuss
such measures, it is necessary to review the imaging process, since it provides the connection
between the material and its representation in the images.

2.4 Image Acquisition

Medical volume images can be acquired by using a variety of imaging technologies and
imaging protocols. The images considered in this work were acquired by usingcomputer
tomography(CT) ormagnetic resonance tomography(MRT). With these methods, each voxel
of the image corresponds to a cubical sub volume of the imaged object.

(a) T1-weighted (b) T2-weighted (c) Proton-Density-weighted

Figure 2.2: Examples of an axial head slice acquired by using different MRT protocols. The MR images
considered here will all be T1-weighted.

Because CT is based on x-ray, for each image voxel the absorption in the corresponding
sub volume is measured. The absorption corresponds to the average atom mass of the sub
volume’s materials. A mapping from absorption to voxel intensity is realized by the so-
called Hounsfield-scale (Kak and Slaney [63]) that normalizes the absorption values to the
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reference materialwater. Therefore, the material-intensity mapping in CT images is similar
to the mapping in traditional x-ray images: materials with a low atom mass are represented
by low intensities and materials with a high atom mass are represented by high intensities.
Moreover, the Hounsfield scale provides a normalized material-intensity mapping and, hence,
a normalized intensity range for all CT images. As it is with traditional x-ray-images, in CT
images different types of soft tissue can hardly be distinguished.

(a) noise (MR) (b) motion artifact (MR) (c) streak artifacts (CT)

(d) susceptibility artifact
(MR)

(e) B1-field inhomogeneity
(MR)

(f) gibbs ringing (MR)

Figure 2.3: Examples of artifacts and noise in medical images

In MR images, the signal strength of a voxel corresponds to the hydrogen-1 density1

and, especially, the material, e.g., white matter, gray matter, or water, the hydrogen-1 is
bound to in the respective cubical sub volume. Two material constants, the so-calledT1 and
T2 constants, influence the mapping of these materials to the voxel intensity. The imaging
protocols can, therefore, be adjusted to enhance different aspects of the examined objects
(Fig. 2.2). Hence, in MR images it is possible, to distinguish between different types of
soft tissue. If MR images are acquired by using the same device and the same protocol, the

1Although various nuclei are of biological interest [76], the images used in this work are all imaging the single
unpaired proton of hydrogen-1.
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assumption of a normalized intensity range also may hold to a certain amount. However,
because of the wide variety of parameters that influences the mapping of hydrogen density
to intensity, and also because of the imperfection of the scanner hardware that yields varying
intensity-material mappings, often no intensity range normalization can be given for MR
images. For a thorough discussion of MR imaging the reader is referred to the literature, e.g.,
Brown and Semelka [16], Chen and Hoult [21], Markisz and Whalen [76].

Furthermore, the image quality of MR images and CT images, and hence, the material-
intensity mapping, in general, is also influenced by a variety of additional factors. Noise
affects images; CT usually has a high signal to noise ratio, therefore, the influence of the
Gaussian noise present in these images can be neglected. However, MRT often has a low
signal to noise ratio (Fig. 2.3 (a)), hence, it has to be considered whether steps are taken to
reduce the influence of the Rayleigh noise post-hoc. Smoothing the images with edge pre-
serving filters may be applied, but it may also remove information about a certain structural
change. There is bound to be a trade-off between noise reduction and information loss; here
the case has to decide importance. By exploring a focal lesion, for instance, noise reduc-
tion might be appropriated, while the analysis of diffuse lesions may better rely on structural
information, which would be lost if the image data is filtered.

One may also distinguish several imaging artifacts, e.g.:

• Patient related artifact

– Motion artifacts(Fig. 2.3 (b) ) resulting from an uncontrolled movement of the
subject during image acquisition. A proper fixating of the subject can be used to
suppress it.

– Metallic implants like dental fillings and orthodontic devices may causestreak
artifact in CT images (Fig. 2.3 (c) ). With a sufficient knowledge about the image
acquisition process, the artifact may be removed from the images [52, 117].

– In MR images the high susceptibility of metallic implants yield a distortion of the
magnetic field and, hence, a distorted image (Fig. 2.3 (d) ).

• System caused artifacts

– The imperfection of the imaging devices, e.g. theB1-field inhomogeneitiesin
MRT, yields intensity inhomogeneities in images (Fig. 2.3 (e) ). Besides a better
coil setup to reduce the artifact beforehand, the adaptive fuzzy c-means method
[85] can be used to correct the inhomogeneities post-hoc.

– The image reconstruction may yield errors, e.g.Gibbs ringing(Fig. 2.3 (f)) in
MR images.

More examples could be given, but are out of the scope of this work. For a further discus-
sion of artifact and post-hoc image enhancement, the reader is referred to, e.g., Ahmed et al.
[2], Archibald and Gelb [3], Haacke et al. [52], Kak and Slaney [63], Markisz and Whalen
[76], Pham and Prince [85], and Wang et al. [117].

The focus is now turned to the definition of cost functions needed for image registration.
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2.5 Similarity Measures and Corresponding Cost Functions

If it can be assumed that materials are represented by the same intensities in all images, like
it is the case in normalized CT images, theidentity relationshipcan be used to describe the
material-intensity mapping. With this relationship, two voxels are similar, if their intensity
values are similar. Therefore, a study imageS is similar to a reference imageR, S→ R, if
for each voxel the intensity values are similar,S(x)→ R(x)∀x ∈ Ω. Moreover, two images
matchexactly, if the intensity values of all corresponding voxels match:

S= R⇐⇒ S(x) = R(x)∀x ∈Ω. (2.11)

This yields thesum of squared differences(SSD) as a cost function, describing similarity of
two imagesSandR:

FSSD(S,R) :=
∫

Ω
(S(x)−R(x))2dx. (2.12)

In case no normalization of the intensity range between images is possible, other mea-
sures have to be found, to describe the similarity of voxels. Several authors proposed mutual
information (MI) as similarity measure [28, 73, 115]:

Definition 2.5. Given P(I(x)), the probability that the voxel(x, I(x)) has a certain intensity,
and given the entropyη(I) of the image I

η(I) :=
∑
x∈Ψ

P(I(x)) log2P(I(x)). (2.13)

Thenmutual information(MI) between an image R and an image S is given as

MI(R,S) := η(R)+η(S)−η(R,S). (2.14)

with η(R) and η(S) denoting the entropy of the image R and S respectively, andη(R,S)
referring to the entropy of the cross-correlate R×S.

Another interpretation of MI can be given as follows: Consider the intensitiesR(x) and
S(x), x∈Ω are random quantities with corresponding probability densitiesP(R(x)), P(S(x)),
and the cross-correlateR(x)×S(x) is a random quantity with densityP(R(x),S(x)). Then MI
can also be written as (Viola [115])

MI(S,R) :=
∑

x

P(R(x),S(x)) log2
P(R(x),S(x))

P(R(x))P(S(x))
. (2.15)

This can be interpreted like follows: IfR(x) and S(x) are two independent random vari-
ables, thenP(R(x),S(x)) = P(R(x))P(S(x)). Whereas, ifR(x) andS(x) are dependent, then
P(R(x),S(x)) > P(R(x))P(S(x)), and MI(R,S) increases. Thus, with increasing similarity of
the imagesRandS the mutual information increases.

Studholme et al. [102] showed that MI is dependent on the overlap of the images consid-
ered. To circumvent this property, they proposed thenormalized mutual information(NMI),
an extension to MI:

NMI(S,R) :=
η(R)+η(S)

η(R,S)
. (2.16)
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Other voxel similarity measures, such as thecorrelation ratio (CR) [92] and thecross
correlation(CC) [46], are discussed in the literature.

Contrary to thesum of squared differences, with these statistical measures (CC,CR, MI,
NMI) a normalization of the intensity range of the images is not required. However, the
evaluation of derivatives of these measures is difficult, and thus, their optimization requires
the application of optimization methods that do not rely on derivatives. Such approaches,
including Powell’s direction set[34] as well asgenetic optimization[100], require many
evaluations of the optimization criterion, making their application computationally expensive,
especially if the transformation search space is not restricted, as it is the case in non-rigid
registration.

Therefore, a further pre-processing step, to normalize the intensity range of serial MR
images acquired by using the same protocol, will be addressed in chapter 3.

2.6 Discretization of the Image Domain

So far, only images defined on a continuous domainΩ I : Ω→ Ψ have been considered.
However, digital images are given on a discrete lattice, in the case of medical volume image
data they are given as 3D Matrices of gray values. The continuous image domainΩ therefore
has to be discretized by using a grid constantg > 1,g∈ N

Ω→ Ω̂ :=

 1
g−1

 i
j
k

∣∣∣∣∣∣ i, j,k = 0,1, . . . ,g−1

 . (2.17)

Usually, the grid constantg corresponds to the (finite) resolution of the images.
Registration algorithms, as they will be discussed later, demand a lot of computational

power. They yield linear systems of equations that are often too large for a direct solution.
Thus, the application of iterative methods, likesuccessive over-relaxationor conjugated gra-
dients, are necessary. Although in most cases these methods converge, they need many itera-
tions and frequently their application is hardly feasible.

Several authors (e.g. Unser [112], Wesseling [118]) propose a multi-resolution approach to
speed up computation. Registration starts with a coarse discretization of the image domainΩ,
introduced by a low grid constantg. If the registration is achieved at a certain grid level, the
grid constant will be increased; and the obtained transformation is propagated to the higher
resolution. The multi-resolution iteration stops, when the grid constantg matches the finite
resolution of the input images.

It is shown by Heitz et al. [54] that a coarse-to-fine procedure exhibits fast convergence
properties when it is applied to high-dimensional, non-linear optimization problems (with
many local minima). Since registration is first achieved for coarse structures, local minima
are avoided, and thus local deterministic optimization algorithms may be used to track the
solution from coarse to fine scales.



Chapter 3

Pre-Processing

Differences between medical images arise for a wide variety of reasons. Some of these dif-
ferences are introduced by the imaging process and not due to structural changes. To separate
these effects, images must be preprocessed to remove differences in position and intensity
scale. In particular, rigid registration is addressed and a new method for automatic intensity
adjustment is introduced and tested in this chapter.

3.1 Position Correction by Rigid Registration

Rigid registration is the tool of choice to eliminate different positions and orientations of
objects in the imaged volume. A rigid transformation is smooth per se, i.e. the topology
of the objects in the images does not change. Therefore, the problem of registration (2.9)
reduces to the minimization of a suitable cost function,Fcost, describing the similarity of
images:

Trr := arg min
T∈Trigid

Fcost(ST ,R). (3.1)

The minimization of the cost functionFcost takes place in the six-parameter space, describing
a rigid transformation; i.e. the three Eulerian angles which describe a rotation around the
three coordinate axis and a three-dimensional translation vector have to be optimized. This
is a standard optimization problem that can be solved by using, e.g.Powell’s direction set
(Eberly [34]),genetic optimization(Goldberg [45]), or theMarquardt-Levenbergalgorithm
(Marquardt [77]).

A variety of approaches has been discussed to select an appropriate cost function. Early
methods use markers that are placed on the persons during image acquisition. These markers
appear as points of high contrast in the images and can easily be found and set into corre-
spondence. Registration is achieved by finding a rigid transformation (2.1) that minimizes
the distance between corresponding marker points. The drawback of this method is that the
patient must carry a stereotactic frame between successive acquisitions. Moreover, it is not
possible to register images which were taken without markers.

To overcome these limitations, later approaches propose to extract extremal points, so-
called landmarksandcrest lines, as intrinsic markers from the image data instead (Thirion
[106], Gúeziec et al. [51]). The precise extraction of landmarks is a requirement to use a

17
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technique like this. As far as this thesis is concerned, the imaged brain does change. There-
fore, to obtain landmarks only the shape of the head should be referenced to. This delivers
usable extremal points and crest lines only for the face area. Moreover, when the monitoring
of distraction osteogenesis is concerned, this area is also changed. Hence, landmark based
rigid registration is unstable in this application.

In order to use available image information better, structures in the images, e.g. complete
organs, can be segmented and set into correspondence to obtain a rigid registration (Ma-
landain and Rocchisani [75]). However, registration accuracy is strongly dependent on the
initial segmentation step.

Recent methods of rigid registration are based on voxel intensity. Here, the cost function is
derived from a voxel-similarity measure (see Section 2.5). In consequence, the driving force
of the registration is calculated directly from the given image data.

Thévenaz et al. [105] used this approach and employed the sum of squared differences
(SSD) (2.12) as cost function. Optimization is achieved by using a modified version of the
traditionalMarquardt-Levenbergalgorithm [77]. Since a consistent material-intensity map-
ping between the images is mandatory for a successful registration by using SSD as cost
function, differences in the intensity distributions of the images being registered might yield
registration errors. Therefore, this method is only applicable to an intra-modal registration,
on which this thesis focuses. In Section 2.5 other similarity measures, likemutual informa-
tion(MI), normalized mutual information(NMI), cross correlation(CC), and thecorrelation
ratio(CR), were already discussed. Holden et al. [59] investigated their applicability for rigid
registration. When they tested the registration accuracy by using hand segmented clinical
3D serial MR images as much as simulated brain model data, they found that entropy based
methods (MI, NMI) are most appropriate for rigid registration of serial MR images under the
conditions of typical scalp deformations and small scale anatomical change.

In this work, two methods were used to achieve rigid registration of serial medical im-
ages: One implementation is based on source code provided by Thévenaz et al. [104] that
was adapted to work with the image data used here. Since this method employs the sum of
squared differences (2.12) as criterion, it was considered for the registration of images with
equal intensity distributions, like CT images. For images with different intensity distributions
(i.e. MR images), an implementation from the SimBio bio-numerical simulation environment
(Kruggel and Barber [64]) was used. It utilizes normalized mutual information (2.16) as the
criterion and usesgenetic optimization(Staib and Lei [100]) for global minimization, fol-
lowed by a simplex algorithm for local optimization. Both methods employ a coarse-to-fine
multi-grid scheme for faster convergence and to avoid local minima.

With both methods, an acceptable registration of images of size 200× 256× 200 was
achieved in approximately 20 minutes, measured on an Intel Pentium II 450MHz.

3.2 Normalization of the Image Intensity Range

Section 2.4 demonstrated that several imaging parameters influences the intensity mapping
and tissue contrast in MR image [16, 76]. Even with the same protocol, the imperfection
of the scanner hardware yields varying intensity-material mappings. As a result, no unique
mapping from material to intensities can be given for MR images (see e.g. Fig. 3.1).

Voxel-based non-rigid registration will be used here to analyze time series MR images.
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Figure 3.1: Two T1-weighted MR images of the same subject. Note the different intensity distribu-
tions and the intensity decrease in the fronto-occipital direction introduced by aB1-field inhomogeneity
(right).

During rigid registration, it is feasible to deal with varying intensity distributions, using
complex voxel similarities as discussed above. Since the optimization of these measures
is computationally intensive, it is hardly feasible to employ them as a criterion in non-rigid
registration [4, 23].

If the images represented the same materials with similar intensities, simple voxel similar-
ity measures, such as SSD (2.12), could be employed during the subsequent image processing
in order to reduce the computation time. Therefore, several approaches have been proposed
to correct the intensities in series of MR images. The methods used rely on the normalization
of statistical data, such as average and standard derivation of the intensities (Chen et al. [22]),
or on histogram-landmarks (Nyúl and Udupa [81]). Nyĺu’s approach assumes a large set of
MR images of the same body region. Since here, the focus is laid on pairs (and small sets) of
images, this approach will not be considered.

Three criteria for automatic intensity adjustment of MR images will be investigated and
their optimization with different optimization methods will be analyzed. Since it is feasible
to employ complex voxel similarity measures to obtain rigid registration, it can be assumed
that the images are already rigidly registered.

3.3 Approaches to Intensity Adjustment

Below, consider a study imageSwhich will be intensity adjusted to a reference imageR. To
adjust a gray scale imageI with values for brightnessb and contrastc, the intensities of all
voxelsp∈ I are changed according to the following formula:

p(b,c) :=
(( p

255

)2−b

−0.5

)
∗2c +0.5. (3.2)

Additionally, intensity values are clamped to the intensity rangeΨ. An ImageI accordingly
adjusted with brightnessb and contrastc is then denoted asI(b,c).

Even though the images are already rigidly registered, they may still differ in the scanned
areas. To consider only the overlap of study imageSand reference imageR, with both images
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having intensities above a given thresholdh, the processing will be restricted to thesignificant
domain, as follows:

Ωh := {x‖R(x) > h∧S(x) > h∧x ∈Ω}. (3.3)

On this domain, the images intensities map to thesignificant range

Ψh := {i|i > h∧ i ∈Ψ}. (3.4)

In the following, three cost functions are suggested and their applicability to automatic inten-
sity adaption will be tested afterwards.

Cost Functions

If the anatomical differences between the images are small, compared to the image volume,
it can be assumed that at the same location the same material is present. Thus, the intensity
differences of the voxels in the significant domainΩh can directly be used. Avoxel cost
function, FV , can be defined as the sum of squared differences over the significant domainΩh

FV(S,R) :=
∑
x∈Ωh

(S(x)−R(x))2. (3.5)

Usually, noise and image artifacts yield a varying representation of material over the image
domain (see, e.g., theB1-field inhomogeneity artifact in Fig. 3.1 (right), cf. [16] ). In time
series MR images, anatomical changes have to be considered as well. This is a contradiction
to the presumption taken for the voxel cost function. Hence, other cost functions might be
more appropriate.

Definition 3.1. With pi := P(I(x) = i) denoting the probability that the voxel of image I at
coordinatex has an intensity i, the histogram of an image I is defined as

H(I) := {pi |i ∈Ψh}. (3.6)

A distance between the histograms of study and reference imageS and R with respect to
thresholdh can be defined as

dh(H(S),H(R)) :=
∑
i∈Ψh

(pi(S)− pi(R))2 . (3.7)

For the Rayleigh noise present in MR images and for thepartial volume effect1, one material
is usually represented by not only one intensity but by a small intensity range. Optimizing
(3.7) to adjust intensities, does not honor this. Therefore, an additional smoothing of the
intensity histograms with a one-dimensional Gaussian kernel of widthw is applied. Then, the
histogram cost function FH can be given as

FH(S,R) := dh(Hw(S),Hw(R)). (3.8)

Finally, statistical measures can be optimized (Chen et al. [22]):

1For the limited resolution of the images, a voxel might represent more then just one material.
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Definition 3.2. The mean E(I) of the intensities of an imageI is defined as

E(I) :=
1

size(Ω)

∑
Ω

I(x). (3.9)

The respective derivation D2(I) is

D2(I) :=
1

size(Ω)−1

∑
Ω

(I(x)− I)2. (3.10)

By introducing an weighting factorκ thestatistical cost function FS can be given:

FS(S,R) :=
(√

D2(S)−
√

D2(R)
)2

+κ(E(S)−E(R))2 . (3.11)

Optimization

Due to the discrete nature of the intensity spaceΨ, the cost function is not continuous. Stan-
dard methods to optimize such functions are Powell’s direction set [34] and genetic optimiza-
tion [45]. Additionally, a new search pattern was implemented that works on a finite grid:
For all image pairs (R, S), it exists aτ ∈ R,τ > 0, with

A(b0,c0,τ) := [b0− τ,b0 + τ]× [c0− τ,c0 + τ]⊂ R2, (3.12)

so that(b,c)min ∈ A, A is called the search area with center(b0,c0) and spreadτ. Let g∈ N
be the grid constant. Then a search grid onA(b0,c0,τ) is defined as

G :=
{

(b,c)|b =±τ
i
g

+b0,c =±τ
j
g

+c0, g∈ N, i, j = 0,1, ...,g} . (3.13)

The grid search approach for automatic intensity adaption is then given by restricting the
search to the grid points

(b,c)min := arg min
(b,c)∈G

F(S(b,c),R). (3.14)

Usually, the center of the search area will be set (0,0). A sufficient minimum of the cost func-
tion will obviously surrendered by using a sufficient large spreadτ, which ensures(b,c)min ∈
A, and by using a high grid constantg.

In order to reduce computational load, a coarse to fine search pattern will be employed
which utilizes only a small grid constant and adapts the search center while the spread of the
search area will be reduced simultaneously. A minimal value of the spreadτmin and a mini-
mal valueε of the cost function are stopping conditions. In the following, this optimization
method will be calledgrid search.

3.4 Experiments

To test the cost functions and search strategies, three experiments were executed: First, an
original MR imageI was taken, and its intensity distribution was changed according to (3.2)
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value re- FS FV FH

cover error ∆b ∆c ∆b ∆c ∆b ∆c

1
grid 0.00 0.00 0.00 0.00 0.00 0.00

genetic 0.00 0.01 0.00 0.01 0.01 0.01
powell 0.00 0.00 0.00 0.00 0.01 0.02

2
grid 0.01 0.02 0.02 0.09 0.02 0.03

genetic 0.01 0.03 0.03 0.11 0.02 0.04
powell 0.01 0.03 0.03 0.11 0.08 0.11

Table 3.1: Parameter recover errors: In the first experiment grid search recovers intensity adjustment
parameters perfectly, the other methods show very small errors. In the second experiment all search
methods perform comparable well with the statistical costFS.

by using 80 different pairs of values for brightnessb and contrastc to create images̃I . Then,
the intensity of both images was automatically adjusted back and forth. In the second ex-
periment, each imagẽI was additionally deformed non-rigidly prior to intensity adjustment.
Finally, in the last experiment, the intensities of pairs of serially acquired MR images were
adjusted automatically.

In all cases, the intensity thresholdh of the significant domainΩh was set to 60. This value
is lower then the voxel intensity of the white and gray matter in common MR images, but it
masks out most of the background noise, especially outside of the head volume. The search
areab×c was set to[−2,2]× [−2,2]. Powell’s direction set used 16 line segments, the grid
search constantg was set to 32, and genetic optimization used a population of 100 members
over 100 generation with a mutation rate of 0.07, a crossover rate of 0.9 and an extinction
rate of 0.8. The statistical cost functionFS (3.11) was optimized with the weighting factor
κ set to 1.0, and the histogram cost function used a filter width ofw = 11. The comparison
of the methods was done by measuring the ratio between the value of the three cost function
FV ,FH,FS before and after the adjustment

C∗ :=
F∗(S(bmin,cmin),R)

F∗(S,R)
, ∗ ∈ {S,V,H}, (3.15)

and by measuring the computation time needed. When adjusting the original images to the
changed images in Experiment 1 and 2, an additional comparison of the original values of
brightness and contrast with the estimated values was possible.

3.5 Results and Discussion

The first experiment demonstrated that all combinations of cost functions and optimization
methods are able to recover the values used to change the intensity distributions of an image
with a very small error (see Table 3.1). If the images are additionally deformed non-rigidly,
the minimization ofFS (3.11) yields minimal recovery errors for all optimization methods.
Additionally, grid search and genetic optimization perform well ifFH is used (3.8).
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cost decrease FS FV FH
ratio CS CV CH CS CV CH CS CV CH

1
grid 0.01 0.04 0.21 0.01 0.04 0.20 0.08 0.09 0.16

genetic 0.01 0.03 0.21 0.01 0.03 0.21 0.07 0.09 0.18
powell 0.01 0.03 0.20 0.01 0.03 0.20 0.07 0.09 0.16

2
grid 0.02 0.24 0.31 0.10 0.23 1.22 0.03 0.24 0.13

genetic 0.02 0.23 0.22 0.10 0.23 1.24 0.03 0.24 0.20
powell 0.01 0.23 0.33 0.09 0.23 1.23 0.14 0.30 0.17

3
grid 0.01 0.90 0.98 188.48 0.85 26.57 0.44 0.91 0.49

genetic 0.43 0.90 1.07 370.72 0.85 60.02 0.82 0.90 0.60
powell 0.05 0.90 1.06 368.67 0.85 60.37 0.45 0.91 0.51

Table 3.2: Ratio of cost function value between before and after intensity adjustment. In the first
and second experiment all methods yield a similar optimization of the used cost function. In the last
experiment grid search performs best when usingFS or FH as cost function. With these cost functions
Powell’s direction set performs better then genetic optimization.

(a) reference (b) FS

(c) FV (d) FH

Figure 3.2: A T1-weighted MR image was intensity adjusted to a reference image (a) using Powell’s
direction set. Statistical cost (b) and histogram cost (d) yield good results. Note the decrease of contrast
in when optimizing the voxel based measure (c).

Table 3.2 shows that all optimization methods yielded a comparable optimization of the
cost function used in the experiments with synthetic intensity changes, whereas grid search
always offered a slight advantage over the other optimization methods in the third experiment.
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Powell’s direction set also yielded better optimization of the statistical costFS (3.11) and the
histogram costFH (3.8) then the genetic optimization.

If the voxel cost functionFV (3.5) is used in the third experiment, the values of the other
cost functions increased, while optimizingFH andFS also decreased (or at least maintained)
the other cost function values. This conforms with the statement that anatomical variations,
noise, and artifacts alter the behavior ofFV compared to statistical measures like used inFH

andFS. A visual inspection of the adjustment results supports this statement, additionally
(Fig. 3.2).

The decrease of contrast, when usingFV (Fig. 3.2(c)), can be interpreted as follows: In the
study image (Fig. 3.1, right), an intensity inhomogeneity is present, which can not be found
in the reference image (Fig. 3.1(left) and Fig. 3.2(a)). Thus, even with only small anatomical
variations, voxels comprising the same materials in the reference image may correspond to
voxels with higher and lower intensities in the study image.FV has its minimal value when
all these voxels are mapped to the same intensity in the study image. Therefore, a decrease of
contrast minimizesFV . On the contrary,FH andFS optimize the all-over intensity distribution,
and hence, preserve contrast better.

times in s FS FV FH

1
grid 6.74 8.35 8.15

genetic 9.99 11.28 11.48
powell 5.30 6.14 5.40

2
grid 6.60 62.24 8.59

genetic 9.45 99.41 11.62
powell 5.01 21.64 5.25

3
grid 6.47 179.48 8.54

genetic 10.21 299.98 11.58
powell 4.62 59.78 5.21

Table 3.3: Adjustment times: Powell’s direction set gives fastest results, followed by the multi-grid
search. The voxel based cost function yields high processing times.

Finally, Table 3.3 shows that optimizations using the statistical cost functionFS are the
fastest, followed by the histogram cost functionFH. The evaluation the voxel cost function
FV is computationally intensive. Powell’s direction set is the fastest optimization method, and
genetic optimization is significantly slower then grid search.

3.6 Conclusion

Using Powell’s method to minimize the statistical cost functionFS offers the fastest approach
to automatic intensity adjustment. Since it preserves more information of the image data, the
histogram cost functionFH may be considered to be the better choice. It should be optimized
by using grid search, for this method yields a better optimization of this cost function then
Powell’s direction set (with only a low speed penalty, see Table 3.3).



Chapter 4

Quantification of Deformation

Non-rigid registration is the tool to quantify the relevant differences in time series medical
images. A comprehensive overview of registration approaches has been given by Maintz and
Viergever [74]. In this chapter, a brief review of the development of non-rigid registration
will be given and further focus will be laid on Christensen’s fluid dynamics based approach
[23]. New optimizations to this algorithm will be presented that enable its application onof
the shelfPC hardware. The results of this chapter were partially published in Wollny and
Kruggel [120].

4.1 Approaches to Non-Rigid Registration

Re-consider the minimization problem of registration (2.9) from Section 2.3:

Treg := argmin
T∈T

(Fcost(ST ,R)+κE(T)) . (4.1)

In order to solve this minimization problem (4.1), the roots of its first order derivative, deter-
mined by

κ
∂

∂T
E(T) =− ∂

∂T
Fcost(ST ,R), (4.2)

can be consulted.
Here, the first order derivative of the cost function defines a forcef, driving the registration:

f(x) :=
∂

∂T

∣∣∣∣
x
Fcost(ST ,R). (4.3)

Since the shape of an object in the images is not necessarily preserved in non-rigid registra-
tion, a smoothing termE(T) has to be used in (4.2), i.e.κ > 0.

Different smoothing termsE(T) are discussed in the literature. Several approaches to non-
rigid registration are based on the the Navier-Stokes-operator (Segel [97]), here modified to
account for non-mass-conserving deformations (Christensen et al. [24]),

L := µ∇2 +(µ+λ)∇(∇·), (4.4)

25
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with Lamé’s elasticy constantsµ (shear) andλ (dilatation).
Linear elastic smoothing can be formulated in terms of this operator:

Lu(x) =−f(x), (4.5)

with, x ∈Ω, T(x) := x−u(x).
As an alternative, the energy regularisation may be based on a fluid-dynamical model. The

formulation is similar to the linear elasticy, also by using the Navier-Stokes-operatorL (4.4),
but acting on the velocity fieldv:

Lv(x, t) =−f(x). (4.6)

In this case, the connection between the velocity and the displacements has to be given (Chris-
tensen [23], see also Appendix A.1):

v(x, t) =
∂u(x, t)

∂t
+∇u(x, t)v(x, t). (4.7)

Other smoothness measures introduced are based onthin plate splines(Bookstein [10], Evans
et al. [36]), or diffusion (Cachier et al. [19], Fischer and Modersitzki [37], Thirion [107]), but
will not further be discussed here.

Besides the energy regularisation, non-rigid registration approaches are also distinguished
based on the formulation of the cost function; feature based methods and voxel based methods
are known.

Feature based approaches

Feature-based approaches use information from identifiable brain structures, such as land-
marks, curves, and surfaces. At first, these structures have to be extracted and set into cor-
respondence. Then, the distance between corresponding structures is used as a cost function
to drive the registration. The spatial transformations, resulting from feature matching, are
finally propagated to the whole volume by using some energy regularisationE(T).

Evans et al. [36] introduced non-rigid registration based on landmarks utilizing thin-plate
interpolating splines (Bookstein [10, 11]) to propagate the registration to the whole image
domain. Exact landmark placement is mandatory for this approach but hard to achieve (cf.
Beil et al. [8], Frantz et al. [41, 42]). Therefore, Rohr et al. [93, 94] introduced approximating
thin-plate splines to cope with landmark localization errors. Landmarks can have a weight
according to their localization uncertainty, and hence, a control of the influence of the land-
marks on the registration result is added. In a further extension, Fornefett et al. [38] added a
mapping of landmark orientations as a new constraint to the registration. With this method,
rigid parts of images are better preserved during registration. However, Fornefett also notes
that landmarks have to be well distributed over the image domain in order to achieve good
registration results.

Davatzikos et al. [31] automated the finding of corresponding features in head images by
using a deformable surface algorithm [30], in order to obtain a one-to-one mapping between
approximations of the cortical surfaces. Whence it is possible to determine some correspond-
ing regions in a highly automated way. Nevertheless, anatomical variability in individual
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brain features still yields considerable localization errors. Depending on the parameters used,
the linear elastic model either restricts the registration to small deformations, or yields an ill
conditioned problem with a variety of possible solutions. Therefore, this method is not well
suitable to handle large deformations. To overcome this limitation, Peckar et al. [84] intro-
duced a parameter free approach to landmark based registration. Their model does not contain
any material properties, such as elasticity constants, yielding a well conditioned problem.

In a recent work, Joshi and Miller [62] used a fluid dynamics based smoothing to propagate
landmark correspondences to the whole image space. They gave conditions for the existence
of a diffeomorphism in the solution space, since restriction to diffeomorphic transformations
is crucial for physical consistence in this approach.

In summary, landmarks provide an effective constraint for non-rigid registration, but their
extraction and correspondence is a difficult task that usually needs human interaction.

Voxel based approaches

In voxel based approaches, the force in (4.2) is derived from local or global image intensity
similarity measures. The advantage of these methods lies in the independence of human inter-
action. Though, especially in the case of large differences between the images, the mapping
of structures might be simply wrong, i.e. corresponding identifiable structures, as used in
feature based approaches, may not map onto each other.

Bajcsy and Kovacic [4] published a seminal paper on a general purpose method for non-
rigid registration of 3D image data by utilizing a cost function based on local voxel similarity
and by using linear elastic smoothing. A multi-resolution approach was employed to achieve
a global matching, to allow large deformations, and to reduce computational complexity. The
computation of the similarity function to obtain the deforming forces was the most time con-
suming step during each iteration. Christensen et al. [25] relied on the Bayesian approach
to map a digital anatomical MR-textbook of the brain to individual data sets. They showed
that it is possible to map all information of the text book to the individual brain, and that MR
based textbook information can be used to improve output obtained from images acquired
by using different imaging modalities. Unfortunately, linear elasticy restricts the ability of
non-rigid registration to handle large deformations which are necessary for mapping an atlas
to individual brains. To overcome this limitation, Christensen et al. [26] later extended their
work and described a registration approach in which a viscous fluid model (4.6) was used to
control the deformation. In particular, the study image is modeled as a viscous fluid which
is able to flow so as to match the reference image. Due to attenuation, internal forces dis-
appear in this model and registration can be achieved, even when large scale deformations
are required. To preserve the topology with this model, a “re-gridding” method, which will
be discussed later, had to be introduced to ensure a positive Jacobian. The forces driving the
transformation are derived from the sum of squared differences (2.12). With their circle-to-C
experiment they showed that large deformations can be modeled nicely when using viscous
fluids (Fig. 4.1). Therefore, the method is able to deal with large local anatomical variability
and is applicable for the inter-subject registration of neuro-anatomical structures.

Bro-Nielsen [13] extended the work of Christensen [23] by introducing digital filters de-
rived from the linear Navier-Stokes operator (4.4), to speed up computation. They stated that
using this filter reduced the registration time in the order of at least a magnitude.

Later, Lester et al. [69] added a further constraint to viscous fluid registration, variable
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Figure 4.1: Registration of the circle (left) to the letter “C” (right). The middle image visualized the
transformation obtained by the application of fluid dynamics based non-rigid registration.

viscosity: With three modifications to the data, they improved physical consistence of the
registration:

• Regions are marked, whether they contribute actively to the registration or not, i.e.
forces derived from the image data are weighted.

• Pixels are labeledmotionlessor mobile, and the velocities, and thus displacements at
motionless locations, remain zero during the solution of the registration.

• The viscosity parameter varies spatially over the image.

Since topology preservation is a crucial aspect of non-rigid registration on discrete lattices,
Musse et al. [79] recently proposed a new topology preserving constraint into non-rigid reg-
istration. Contrary to existing approaches that track discrete approximations of the Jacobian
on a discrete image lattice, their approach enforces the Jacobian to be positive over the whole
image domain to ensure topology preservation. Still, this method has its limitations concern-
ing very large deformations, and Musse points out that in this case a viscous fluid approach
is more appropriate.

4.2 The Non-Rigid Registration Based on a Fluid Dynami-
cal Model

In this thesis, Christensen’s approach was used to obtain non-rigid registration for the follow-
ing reasons:

• The method is able to model large deformations, i.e. it is capable of modeling changes
induced by pathologies, e.g. by tumors, injuries and infarcts, when brain matter appears
or disappears to a larger extend.

• Only minimal pre-processing (the rigid registration and intensity adaption) is required.

• The model has a physical basis which uses material parameters. Knowledge about
these parameters may be used to extend the method in the future, in order to enhance
registration results.
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However, the original implementation based onsuccessive over-relaxation(SOR) is de-
manding, w.r.t. computional power, and therefore time consuming. Hence, different ap-
proaches for its solution are studied in order to select a method which offers superior regis-
tration speed while maintaining registration accuracy. The original algorithm of Christensen
et al. [26] will be compared with the convolution based algorithm (CONV) of Bro-Nielsen
[13] and an alternative, which is based on the minimum residual algorithm (MINRES), in
terms of speed, memory usage, and registration accuracy. An optimization of SOR, which
focuses on regions with significant deformations, will be studied, as well.

Since intensity-adaption is applied prior to the non-rigid registration, the sum of squared
differences (2.12) can be used as a cost function. Thus, the deforming forcef is given as its
first order derivative

f(x−u(x, t)) :=−[S(x−u(x, t))−R(x)] ∇S|x−u(x,t) . (4.8)

An iterative scheme for the solution of the viscous fluids based registration can now be given
which is based on the Navier-Stokes equation (4.6) as well as the connection between the
velocity fieldv and displacement fieldu (4.7). With the integration time step parameter∆t
and with the iteration indexi it reads:

µ∇2v(x, ti)+(µ+λ)∇(∇ ·v(x.ti)) =−[S(x−u(x, ti))−R(x)] ∇S|x−u(x,ti) (4.9)

u(x, ti+1) : = u(x, ti)+∆t ∗ [v(x, ti)−∇u(x, ti)v(x, ti)] . (4.10)

In each iteration, time step∆t is chosen according to

∆t :=
d

maxx∈Ω ‖v(x, ti)−∇u(x, ti)v(x, ti)‖
, (4.11)

d is a parameter for adaptive control of the integration time step and should be chosen from
an interval[dmin,dmax], to permit a smooth but steady deformation.∆d� dmax−dmin is used
to re-adjustd during the registration.

Smoothing with the Navier-Stokes operatorL ensures topology preservation on the con-
tinuous image domainΩ. Unfortunately, this is not the case on its discretizationΩ̂. Thus, the
JacobianJ (2.4) has to be preserved from falling below a certain threshold on the discretized
image domain̂Ω; Christensen et al. [26] achieve this by re-gridding: Every time the Jacobian
J falls below the heuristic value 0.5, the global deformationT is updatedT := T⊕Tt by using
the current transformationTt := x−u(x, t), and a new templatẽSis generated by applying the
new global transformatioñS:= S(T). The displacement fieldu and timet are set to zero, and
for further registration the new templateS̃ is used. The full registration algorithm is outlined
in Appendix B, Algorithm 1.

Note, that the registration of high resolution images is performed best by employing a
coarse to fine multi-resolution strategy, as outlined in section 2.6, in order to improve regis-
tration speed and to avoid local minima of the cost function.

4.3 Solving the Linear PDE of Fluid Dynamics

The core problem and most time consuming step in algorithm 1 is the solution of PDE (4.9)
for constant time and force. Now different approaches for solving (4.9) on a discretized
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coordinate domain̂Ω (2.17) are discussed to obtain a numerical solution of this PDE (4.9)
with a necessary precision in a short computation time. These approaches are (A) successive
over-relaxation, (B) successive over-relaxation with adaptive update, (C) the minimal residual
algorithm, and (D) convolution filters. They will be compared in terms of speed, memory
usage, and accuracy of the resulting registration.

Successive Over-Relaxation (SOR)

Discretizing (4.9) by using finite differences [90] yields a linear system

Av = f, A ∈ R3n×3n, v, f ∈ R3n. (4.12)

One method to solve (4.12) issuccessive over-relaxation(SOR) [7, 35, 82, 90]. Splitting
A = (ar,s) ∈ R3n×3n into a diagonal matrixAd, a lower left matrixA l , and an upper right one
Ar ,

A = Ad +A l +Ar ; (4.13)

the obtained iteration rule of SOR, with the iteration indexl and the over-relaxation factorω
reads:

v(l+1) := v(l) +ωA−1
d

(
f−A l v(l+1)− (I +Ar)v(l)

)
. (4.14)

In each iteration, the componentvm of vector fieldf is updated with a residual

r (l+1)
m :=

ω
amm

fm−vl
m−

m−1∑
j=1

am, jv
(l+1)
j −

n∑
j=m+1

am, jv
(l)
j

 . (4.15)

Note thatj < m in the term
∑m−1

j=1 am, jv
(l+1)
j , i.e. to evaluater (l+1)

m , already updated elements
of v are used.

The sparse structure ofA yields that one update of the discretized velocity fieldf needs
an order of 66n floating point operations (O(66n) FLOPs) (Appendix B, Algorithm 2). The
update scheme does not require additional memory cells for the iteration process.

Successive Over-Relaxation with Adaptive Update

Non-rigid registration is usually preceded by rigid registration. Thus, one may expect dif-
ferences between the images only in certain regions of interest. Since a coarse-to-fine multi-
resolution approach is used, large differences are roughly registered at coarser levels, yet.
Hence, large regions of the images may have little (if any) influence on the solution of PDE
(4.9).

By setting the residuumr i, j,k = rm (4.15), in each iterationvi, j,k depends only on the 19
values with indicesβ ∈ ℑ:

ℑ :=

8<:
0@ i

j
k

1A ,

0@ i±1
j
k

1A ,

0@ i
j±1

k

1A ,

0@ i
j

k±1

1A ,

0@ i±1
j±1

k

1A ,

0@ i
j±1
k±1

1A ,

0@ i±1
j

k±1

1A9=; . (4.16)

Therefore, it makes sense to updatevi, j,k only, if at least one residuum
∥∥rβ
∥∥ (β ∈ ℑ) is larger

then a threshold value ˆr evaluated in the preceding iteration step:

r̂ :=

{
0 m= 1

r(m) · r(m)

r(m−1) · 1
m2 otherwise

, (4.17)
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with

r :=
1

X ·Y ·Z

√∑∥∥r i, j,k
∥∥2

. (4.18)

To obtain all residuesr i, j,k initially, this threshold ˆr is set to zero during the first itera-
tion. Later on, the threshold is set to the average over the square normsr of the residual
vectors combined with a term which involves the evolution of the respective residuum and
another term to decrease the threshold in subsequent iterations. With an increasing number
of iterations, the solution search space thus increases and converges to the search space of
the original SOR. Therefore, if SOR is convergent, then SOR with adaptive update (SORA)
will also converge. This update scheme (SORA) can also be seen as a variant of the Gauss-
Southwell relaxation (Southwell [99]).

The number of operations needed for one update of the velocity field, depends on the input
data, but is well below theO(66n) FLOPs that are needed for the unmodified SOR. Additional
storageO(n) is required for residues and update markers.

The Minimum Residual Algorithm (MINRES)

The solution of the linear system (4.12) can also be regarded as the minimum of:

Φ(f) :=
1
2

(Av− f)2 . (4.19)

If A is a symmetric matrix, though not necessarily positive definite, theminimum residual
algorithm1 (Barrett et al. [7]), as a variant of the conjugate gradient method, can be employed
to solve this minimization problem.

In the linear system (4.12), the diagonal elements ofA areai,i = 1, thus the system can be
considered as treated with a Jacobi pre-conditioner. For the simple structure, a multiplica-
tion with A is achieved with onlyO(51n) FLOPs (Appendix B, Algorithm 4). Hence, solv-
ing (4.12) by using MINRES seems feasible. In summary, this algorithm requiresO(117n)
FLOPs per iteration (Algorithm 4). No storage is required forA, but the temporary vectors
requireO(n) storage cells. Employing an adaptive update, similar to the one given for SORA,
would break the search strategy of MINRES, which depends on orthogonal search directions.
Therefore, an adaptive update was not considered.

Convolution Filters

Bro-Nielsen and Gramkov [14] suggested the usage of convolution filters for solving (4.9).
A linear operator comprising the form of (4.9) is given as (4.4):

L := µ∇2 +(µ+λ)∇(∇·) . (4.20)

With a filter width parameterd, the filter componentsL ∈ R3×3 [13] (see Appendix A.4),
and withyr,s,t = ( r

d , s
d , t

d )T | r,s, t ∈ [−d,d]∩Z, the solution of PDE (4.9) atx ∈ Ω̂ can be

1The usage of the standard conjugated gradient method (CG) is discouraged; without any boundary conditions,
A is singular, and thus, not positive definite. For largen, A becomes ill conditioned and numerical experiments show
that this will lead to an instable operation of CG, even if boundary conditions are specified.



32 CHAPTER 4. QUANTIFICATION OF DEFORMATION

calculated by convoluting the impulse response of operatorL with the input forcef:

v(x) =
d∑

r,s,t=−d

L(yr,s,t) · f(x−yr,s,t). (4.21)

The filter componentsL ∈ R3×3 can be pre-calculated. For each location (r,s,t) in (4.21)
a product with a 3× 3 matrix and the sum of two 3D vectors have to be calculated. The
computional cost for solving (4.9) on the discretized gridΩ̂, therefore, isO(18(2d + 1)3n)
FLOPs. Additional storage space is only needed for the filter components. It can be ne-
glected, because the filter width is small compared to the image size. A given filter width
restricts the maximum length of the deformation during a transformation step in the registra-
tion algorithm. For a filter width smaller than the largest image dimension, it is not possible
to obtain an accurate solution of PDE (4.9). Thus, a multi-resolution approach for solving the
registration problem is mandatory to accommodate large deformations [14].

Now, approaches A-D can be compared with respect to the respective computational costs
as obtained above (Table 4.1). MINRES needs nearly twice as much FLOPs per iteration as

SOR
iteration

SORAU
iteration

MINRES
iteration CONV3 CONV5 CONV7 CONV9

O(66n) ≤O(66n) O(117n) O(486n) O(2250n) O(6174n) O(13122n)

Table 4.1: Computational Cost to Solve (4.9); The individual cost of iterative methods is given per
iteration. Subscripts of CONV denote the filter width. Note, the cost of MINRES is nearly doubled
w.r.t. SOR, and the cost of CONV increases rapidly with larger filter widths.

SOR. Since conjugated gradient-based methods are known for their fast convergence, MIN-
RES may still perform better. The cost of CONV increases very quickly with growing filter
widths.

To get a first impression of the performance ratio between CONV and iterative methods,
for different filter sizes the number of iterations of the latter methods are now summarized,
with which their theoretical computational cost exceeds that of the convolution based solver
(Table 4.2) .

CONV3 CONV5 CONV7 CONV9

SOR 8 35 94 199
MINRES 5 20 53 113

Table 4.2: Ratio of Cost of Iterative Methods w.r.t. CONV Number of iterations at which the compu-
tational cost of the iterative methods exceeds the cost of convolution filters. If the number of iterations
to solve (4.9) can be restricted, using CONV with high filter order does not offer an advantage over the
iterative methods.

These numbers indicate that using CONV with large filter sizes does not offer an advan-
tage over iterative solvers, if the number of iterations can be restricted with these methods
somehow. On the other hand, the minimum filter size must be chosen carefully to solve (4.9)
with an adequate precision to achieve a good registration.
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4.4 Experiments and Results

A first test was run to determine the performance of the iteration methods alone, i.e. outside
the context of the registration problem, because the absolute cost of SOR, SORA and MIN-
RES depends on the number of iterations to achieve some predefined relative residuum in the
solution of PDE (4.9).

Discrete random force fieldsf were generated on a grid of 128×128×128 voxels and (4.9)
was solved. In the moment when the relative residuum of the solution fell below a certain
threshold during the iteration, time and number of iterations were measured. If matrixA is
a symmetric, positive definite, tridiagonal or block wise tridiagonal matrix, the theoretically
optimal relaxation factorω can be approximated by:

ω =
2

1+
√

1−λ2
, (4.22)

with λ being thespectral radiusof A−1
d (A l + Ar) [90, pp 84-85]. Since it is difficult to

calculate the spectral radius, relaxation factors of 0.8, 1.0, 1.4, and 1.8 were used. A dynamic
adaption scheme, known as Chebyshev acceleration, was also supposed [90, pp 84-85] but
did not offer any improvement.

Fig. 4.2 (a) shows2 that the minimal residual method (MINRES) requires least iterations
to achieve a given relative residuum. However, in terms of computation time, as obtained by
using a 450Mhz Pentium II based workstation, successive over-relaxation is faster (Fig. 4.2
(b) ).

Since forces in the generated fields are distributed evenly over the domain, the adaptive
update shows only a slight advantage. Better results are expected on realistic data, because
forces will typically be localized. An (over-)relaxation factor of 1.0 achieves the best results
for the relaxation based methods and will, therefore, be used in the following experiments.

3 5 7 9
time (s) 23.9 (0.1) 111.4 (0.3) 312.5 (0.5) 723.4 (1.0)
res(vsol)
res(v=0) 0.44 (0.01) 0.42 (0.04) 0.40 (0.07) 0.39 (0.13)

Table 4.3: Time and accuracy for solving (4.9) using CONV; Average registration time (variance) and
average relative residuum (variance) respectively, for solution of PDE (4.9) for 20 randomly generated
128×128×128 force fields using convolution filters (CONV) w.r.t. filter width. Note, CONV is not
able to solve (4.9) accurately by using the above small filter widths.

For a comparison this first experiment was also run with convolution filters, but they do not
yield adequate results for the solution of PDE (4.9), at least not by using small filter widths
(Table 4.3). This supports the statement that CONV does not yield a proper solution for (4.9)
if the filter width is well below the images dimensions. Filters of higher order yield a high
computional cost. Therefore, they offer no advantage over iterative methods and were, hence,
not tested.

2Relaxation factors of 0.8 and 1.8 did not yield superior results over factors 1.0 and 1.4 and were, thus, omitted
from figures.
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(a) Regarding the number of iterations, MINRES converges fastest.
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Figure 4.2: Iterative Methods: Number of iterations (a) and times (b) needed to achieve a certain
accuracy (number of iterations and times averaged over 20 registration experiments).
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Figure 4.3: In the upper row, images associated with a registration of a synthetic study (left) and an
example reference (right) are shown. Registration results are shown in the middle row, and the obtained
deformations in the lower row. Iterative methods were applied using a limit of 10 iterations andε = 0.01.
Note the registration error when a very small filter width (CONV3) is used.

The second experiment focuses on the performance of the different methods in the regis-
tration framework (Algorithm 1) for synthetic images of size 64×64×64 (see also Fig. 4.3).
Twenty reference images where generated by deforming the study with a smooth random
deformation field; the study was then registered to these references. The time step interval
[dmin,dmax] was set to[0.2,0.8], the update parameter∆d was set to 0.1,µ= λ = 1.0, and the
multi-resolution start size was set to 16×16×16.

In order to compare the registration results, the registration accuracy has to be measured
somehow. Since it is difficult to define an absolute measure for the registration accuracy, a
measure based on the relative value of the cost function will be used instead:

Definition 4.1. With identity mapping T0(x) := x∀x ∈Ω and Fcost(ST0,R) 6= 0, the accuracy
of registration achieved by the transformation T(x) : Ω→Ω is defined as:

Areg(T) :=
Fcost(ST0,R)
Fcost(ST ,R)

. (4.23)

Given a perfect registration, this accuracy measure becomes infinite. However, during
registration interpolation introduces errors in the image data. Therefore, infinite registration
accuracy can not be expected.

The results shown in Table 4.4 suggest that it is not necessary to solve (4.9) with high
accuracy. A limit of only 10 iterations yields a registration quality nearly as good as higher
numbers of iterations.

For convolution filters, a minimum filter width of 5 is necessary to achieve results which
are similar to those of the other methods (Tab 4.5, and Fig. 4.3). Unsatisfactory registration
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MINRES SOR SORA
max iter 0.01 0.005 0.01 0.005 0.01 0.005

10 9.2 (1.2) 10.2 (2.0) 4.7 (1.0) 4.7 (1.3) 3.5 (0.7) 3.5 (0.7)
10.4 (1.2) 10.2 (1.4) 10.6 (1.3) 10.5 (1.3) 10.3 (1.3) 10.3 (1.3)

20 13.4 (2.8) 19.8 (6.3) 8.0 (1.6) 9.3 (1.8) 5.7(1.0) 5.8(1.0)
10.6 (0.9) 10.9 (1.1) 10.2 (1.1) 10.4 (1.1) 10.0 (0.9) 10.2 (1.1)

80 26.0(4.5) 31.5(15.3) 53.5 (17.4) 55.3 (16.9) 51.8 (10.7) 44.2 (10.3)
10.5 (0.9) 9.1 (2.5) 10.8 (0.8) 10.6 (0.9) 11.0 (0.7) 10.7 (0.7)

Table 4.4: Registration of synthetic images (iterative methods); A registration of synthetic 3D-images
of size 64× 64× 64 was performed. The respective registration time (upper row in cell), and the
registration accuracyAreg (lower row) were averaged over 20 registration experiments (variance in
brackets). The best registration times per maximal number of iterations are emphasized using bold
fonts. Registration accuracy using only 10 iterations to solve (4.9) is nearly as good as using more
iterations. Thus, with a limited number of iterations, SORA performs best.

results for a filter width of 3 are another argument to support that a small filter is not sufficient
to solve (4.9) with an adequate accuracy. Since the number of iterations in the iterative
methods can be reduced significantly, the computational cost of CONV is similar to these
methods, and any speed advantage vanishes. Only with filter width of 3, convolution filters
offer an advantage in terms of speed but not in terms of accuracy. These results correspond
to the ratio of computational costs as compiled in Table 4.2.

CONV3 CONV5 CONV7 CONV9

time (min) 4.4 (0.5) 10.6 (2.5) 28.5 (8.0) 60.3 (13.7)
Areg 5.0 (1.7) 10.9 (1.9) 11.2 (1.5) 11.3 (1.1)

Table 4.5: Registration of synthetic images (Convolution Filters); Registration of synthetic images of
size 64×64×64 by using convolution filters was performed. The respective registration times (upper
row in cell) and registration accuracy (lower row) were averaged over 20 registration experiments. Note
the low accuracy obtained for CONV3.

The next test was designed to show how algorithms scale on image resolution by using
the optimal parameters, as determined in the preceding experiment. For the iteration based
methods, the maximum number of iterations were set to 10, or the iteration stopped if the
relative residuum fell below 0.01. Convolution filters were applied with a filter width of
5. Although methods for solving (4.9) needO(n) FLOPs, the time needed to achieve the
registration of synthetic images increases at a lower rate then the number of pixels (see Fig.
4.4).

Another result is that SOR and SORA scale better than MINRES and CONV. The super-
scalar speed increase for small resolutions (i.e. 32x32x32) is a consequence of caching [44].
SORA proved to be the fastest method.

The last experiment focuses on the performance of the registration of high-resolution med-
ical image data. To generate the reference image, the study (a 250x250x192 MR image of
the head) was first deformed with a Gaussian filtered deformation field with only small dis-
placements (“jitter“ field) to simulate random differences due to different imaging conditions.
Then, a deformation field of size 90x100x60 was applied to simulate pathological changes in
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Figure 4.4: Scaling of the execution times with image size: All methods show a sub-proportional time
increase w.r.t. images of size 64×64×64. SORA scales best.

the brain. Acceptable registration results were achieved in approximately 3 hours.
By employing architecture specific optimizations and parallelization, this performance can

be improved further:

• At the Intel Pentium II 450MHz, the ratio of time to fetch data from the 1st Level
cache vs. the 2nd Level cache vs. main memory is about 1:10:100 measured by using
memtest86(Brady [12]). During a read from main memory not only the requested data
is fetched, but a whole cache line of 32 byte [48]. Therefore, an re-ordering of the data
access in the inner loop of SOR(A) (Algorithm 2) improved the reusage of the cache
content.

• C++ allows the definition of operators to access 3D data fields likefield(x,y,z) ,
and a similar construct in C would look likefield[z][y][x] . While this notation
enhances readability of the code, and was, therefore, used in the initial implementation
of the algorithm, the speed penalty is very high: Five machine instructions – two in-
teger additions, two integer multiplications, and themovoperation – are necessary to
load data from memory. During a SOR(A) iteration the data is accessed sequentially,
therefore, a linear addressing scheme,field[index] , can be used instead. On ix86
compatible hardware, this notation translates to only one machine instruction (Bentley
[9], Wadleigh and Crawford [116]). Additionally, the neighboring elements needed for
computation can be accessed by using linear relative offsets.

• By re-ordering of the instructions of the inner loop of SOR (Algorithm 2) to reduce
dependencies in the computation, “stalls” are avoided, where the processor has to wait
for temporary results (Fried [44]).
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• The core step of the registration algorithm (Algorithm 1), the solution of PDE (4.9)
was parallelized by using pthreads [17].

Finally, with the development of new hardware, execution times also reduce.
To measure the performance of the registration algorithm on a recent computer (Dual AMD

Athlon 1.5GHz, 1GB RAM) and with the optimizations given above, 10 registration experi-
ments with typical MR volume data sets (200×200×256 voxels) were executed. The results
are summarized in Table 4.6, and show that non-linear registration based on fluid dynamics
can now be done on low cost hardware in a reasonable amount of time.

single processor dual processor
average max average max
15 min 23 min 11 min 16 min

Table 4.6: Registration times for MR images of size 200×200×256. 10 registrations were executed.
The average registration time is given as well as the maximum registration time.

4.5 Conclusion

Two iterative methods (Successive Over-Relaxationand theMinimal Residuum Algorithm)
and a direct approach (Convolution Filters) were compared as methods for the solution of the
core problem of non-rigid registration based on fluid dynamics, (4.9) was done. Considering
the computional costs of the iterative methods, MINRES needs fewer iterations to solve (4.9)
with a given accuracy, but SOR requires less memory cells and less time to achieve the same
result and therefore is superior. Numerical experiments on synthetic data demonstrated that
it is possible to restrict the numbers of iterations drastically, without a significant loss of
accuracy of the registration result. With this optimization, SOR outperformed convolution
filters (CONV) in terms of speed and still maintains registration accuracy. SOR was speeded
up by introducing an adaptive update scheme (SORA). In summary, SORA proved to be the
best approach to solve (4.9). By optimizing the implementation for the used target platform
and with parallelization, the non-rigid registration of high-resolution medical images with
the fluid dynamics model can now be achieved in approximately 15 minutes on low-cost PC
hardware.



Chapter 5

Describing Vector Fields by Means
of Critical Points

In this chapter, the transformation which describes the structural change in time series medi-
cal images will undergo a further analysis. The concept ofcritical pointswill be introduced,
and a new approach, to detectrepellorsandattractorsin vector fields will be presented and
discussed. An experimental analysis of critical point detection in synthetically created vector
fields concludes this chapter. The results of this chapter were partially published in Wollny
et al. [121].

5.1 Motivation

After the quantification of differences between time series images by non-rigid registration,
the displacements describing these differences are given as a voxel-wise vector field. To
improve the perception of the field, and consequently, to improve the understanding of the
monitored disease or treatment process,critical pointsare considered as introduced by Abra-
ham and Shaw [1]. Classifying these points by their so calledphase portraitshelps localizing
interesting regions, like growth centers or centers of matter loss, and interpreting the observed
pathological process or the treatment process.

The detection and visualization of critical points is still an active research area on which
rather sophisticated mathematical methods have been employed [53]. Established topological
methods decompose vector fields in different global regions of interest based on local linear
[55] or higher-order [95] approximations of the Jacobian. Philippou et al. [86] introduced a
geometrical method where critical points are found at the intersection of lines tangent with
the vector orientation (or at the intersection of planes orthogonal to the vectors). Methods
based on the Poincaré-Hopf index theorem [e.g., 47] are also widely employed.

Due to the finite spatial resolution of the images, the displacement field is given on a
discrete lattice. Since growth or atrophying processes, for example, take place in finite sub-
compartments of the brain, the representation of critical points by point sources would be an
over-simplification. Therefore, most conventional methods fail to detect critical points when
they are applied to medical vector fields. Hence, a novel method for critical point detection
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Figure 5.1: Classification criteria for critical points (after Abraham et al. [1]).λi denote the eigenvalues
of the phase portrait to a critical point.

is proposed. It is based on the contraction mapping theorem [15].

5.2 The Concept of Critical Points

Consider a vector fieldu defined on some compact domainΩ⊆ R3, and consider the set:

Uε(x′) := {x| ‖ x−x′ ‖< ε,x ∈Ω}, (5.1)

for anyε > 0,ε ∈ R and ax′ ∈Ω; the setUε is called theε-environmentof x′.
The Taylor series expansion ofu(x) about the pointx′ yields:

u(x) =
∂ui

∂x j

∣∣∣∣
x′

(x−x′)+u(x′)+o(x). (5.2)

By taking only its linear terms into account, and with the substitutionP := ∂hi
∂x j

∣∣∣
x′

,P∈ R3×3

u(x) = P(x−x′)+u(x′), (5.3)

is obtained. Thus, it can now be defined [cf. 86]:

Definition 5.1. A critical pointxcp is an equilibrium point in the vector field topology where
u(xcp) = 0 while there exists anε > 0,ε ∈ R so, thatu(x) 6= 0∀x ∈Uε(xcp)\{xcp}.
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Within the vicinity of a critical pointxcp, the vector fieldu(x) — as it is outlined in (5.3) —
can be approximated by

u(x) = P(x−xcp), (5.4)

where the matrixP is called thephase portraitof the critical pointxcp.
As a first-order Taylor series would have a limited scope in modelingu(x) adequately,

i.e., the influence of critical pointxcp would decay with distance∆x = x− xcp, accuracy in
modeling can be increased by introducing the attenuation factor 1/‖ x−xcp‖2. Consequently,
the approximation ofu(x) now reads

u(x) =
1

‖ x−xcp ‖2
P(x−xcp). (5.5)

A critical point may be classified with respect to the eigenvalues ofP (as proposed by
Abraham and Shaw [1]): attractors, repellors, saddle points, and rotation centers are distin-
guished (see Fig. 5.1). For the application intended in this thesis, namely to interpret mor-
phological changes of the brain, attractors and repellors may be interpreted as areas of matter
loss and growth, respectively; saddle points may correspond to configurations at barriers or
membranes, and rotation centers may indicate local tissue shearing.

5.3 Metric Space and Fix Points

For the estimation of attractors and repellors, the concepts of a metric space and a contraction
mapping have to be reviewed.

Complete Metric Space

Given a setΘ, a function
d : Θ×Θ→ [0,∞) (5.6)

is called a metric or distance function, if the following three conditions hold for allx,y,z∈Θ:

d(x,y) = 0⇔ x = y (identity)

d(x,y) = d(y,x) (symmetry)

d(x,y)≤ d(x,z)+d(y,z) (triangle inequality).

The pair(Θ,d) is called ametric space.
Let thenX = [xi ]i=0,1,... be a sequence inΘ⊆ Θ̄, and letx∈ Θ̄, thenX is said to converge

to x
xi −−−−→

i→∞
x⇔ d(xi ,x) −−−−→

i→∞
0. (5.7)

Furthermore,X is said to be aCauchy sequencein the metric space (Θ,d) if for any positive
δ > 0, δ ∈ R there exists an integerk≥ 0 such thatd(xi ,x j)≤ δ∀ i, j ≥ k. This is equivalent
to

d(xi ,x j) −−−−→
i, j→∞

0. (5.8)

A metric space(Θ,d) is said to becompleteif any Cauchy sequenceX = [xi ]i=0,1,... con-
verges to some pointx∈Θ.
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Attractors and Repellors as Contraction Transformation Fix Points

Given a complete metric space(Θ,d) with the distance functiond defined over the setΘ
and a transformationf : Θ→ Θ. A transformationf is calledcontractiveon Θ if there is a
constants∈ [0,1[ such that

d( f (x), f (y))≤ s·d(x,y)∀x,y∈Θ. (5.9)

Any such numbers is called acontractivity factorfor the transformationf .

Theorem 5.1. Let f : Θ→ Θ be a contractive transformation on a complete metric space
(Θ,d). Then the transformation f possesses exactly one point a∈ Θ with f(a) = a, and a is
calledfix pointof transformation f . Moreover, for any x∈Θ, the sequence x, f (x), . . . , f k(x) :=
f ( f k−1(x)), . . . or short [

f k(x)
]

k=0,1,...
(5.10)

converges to the fix point a, i.e.,
lim
k→∞

f k(x) = a. (5.11)

For a proof of this theorem see, e.g., [71]. Fix pointa is also called theattracting pointof set
Θ.

Now consider a vector fieldu(x) defined on the domainΩ. Additionally assume

x+u(x) ∈Ω∀x ∈Ω, (5.12)

which holds for vector fields obtained by non-rigid registration of images defined onΩ.
With the Euclidean distance

d(x,y) := ‖x−y‖2 ∀x,y ∈Ω, (5.13)

the pair(Ω,d) defines a metric space.
Using an Euclidean reference frame and taking assumption (5.12) into account,u(x) de-

fines a transformationT : Ω→Ω through

T(x) := x+u(x). (5.14)

For the limit of each Cauchy sequenceX = [xk]k=0,1,...

lim
k→∞

xk = x ∈Ω, (5.15)

is in Ω, (Ω,d) is a complete metric space.
Now consider a fix pointa∈Ω. The set

Θ(a) :=
{

x|x ∈Ω∧ lim
k→∞

Tk(x) = a
}

(5.16)

is called theattraction areaΘ of a. For a consideration of the phase portraitPa and its
eigenvalues, only fix points are taken into account which have the following property: It
exists a positive numberδ > 0 with

‖u(x)‖ 6= 0∀x ∈Uδ(a)\{a}∧Uδ(a)⊆Θ, (5.17)
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i.e., the attraction area of fix pointa consists of at least a sphere with radiusδ around fix point
a, and the vector field is not zero in this sphere.

For the estimation of the eigenvalues, consider a subset ofΘ

Θ̃ := {x|x ∈Θ∧‖x−a‖< ε,ε≥ δ} . (5.18)

Using (5.5) yields

P(x−a)≈ ‖x−a‖2u(x). (5.19)

Sincex→ x+u(x) for x→ a and with substitutionλ =−‖x−a‖2 follows

Pu(x)≈ λu(x). (5.20)

This accounts for all vectorsu(x) ∈ Θ̃, and due to (5.17),̃Θ also contains a set of eigen-
vectorsui ∈ Θ̃ of Pa. Therefore, all its three eigenvalues are less then zeroλ1≤ λ2≤ λ3 < 0
and fix pointa is an attractor which can be seen from the classification in figure 5.1.

By replacing the transformation (5.14) with

Tinv(x) := x−u(x), (5.21)

the fix points of sequences
[
Tk

inv(x)
]

k=0,1,...
yield repellors. The derivation is similar to the

one given above.

5.4 Estimation Algorithm

Now the procedure to estimate attractors by using transformationT (5.14) and repellors by
usingTinv (5.21), respectively, is described. This is done on the discretized domainΩ̂ (2.17),
with the grid constantg corresponding to the resolution of the studied input images that are
registered by transformationT.

Cumulation

To find a fix pointsa in the deformation fieldu, a counterC has to be defined on̂Ω. With a
thresholdt, and

Ω̂start :=
{

x|‖u(x)‖> t, t > 0, x ∈ Ω̂
}

(5.22)

yields a set of sequence start points, that ensures attraction areasΘ(a)⊃ {a}, i.e. the attrac-
tion area will contain more then just the starting point. Now consider sequences

[
Tk(x)

]
k=0,1,...

,

x ∈ Ω̂start. When the breaking conditionu(Tk(x)) < t is reached, the counter valueC(Tk(x))
is incremented. An additional condition,k > kmax obviates oscillation between accumulation
points.

After iteration over allx ∈ Ω̂start, the distribution of counter valuesC(x) reflects the distri-
bution of fix points of the vector fieldu.
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Clustering

Since the cumulation was performed on a finite domainΩ̂, two sequences,
[
Tk(x1)

]
k=0,1,...

and
[
T l (x2)

]
l=0,1,...

, are considered to converge to the same fix pointa, if for a certain value
α > 0, α ∈ R, the following assumption is fulfilled:

u(Tk(x1)) < t ∧ u(T l (x2)) < t→
∥∥∥Tk(x1)−T l (x2)

∥∥∥< α. (5.23)

Here,α should be chosen to be based on the resolution of the gridΩ̂. A convenient value is
half a voxel size.

Attracting points are finally obtained by clustering counterC: Given a thresholdh, first,
find a seed points∈ Ω̂ with C(s) > h and create a point size cumulation areaΘs. Then,
the cumulation areaΘs is grown by adding neighboring grid pointsx as long asC(x) > h.
After the growth of areaΘs is finished, its center of gravity is calculated, weighting with the
counter valuesC(x), x ∈Θs and then used as critical point location:

xcp :=

∑
x∈Θs

C(x)x∑
x∈Θs

C(x)
. (5.24)

Finally, for eachx ∈ Θs setC(x) := 0, to ensure that the same pointsx are not further used
for clustering.

Repeat this procedure untilC(x)≤ t ∀x ∈ Ω̂.

Phase Portrait Estimation and Classification

Using the approximation of vector fieldu(x) in the environment of a critical pointxcp (5.5),
and substituting∆x := x−xcp yields

‖∆x‖u(xcp+∆x) = P(∆x). (5.25)

Considering a certain environment ofxcp and taking (5.25) into account, this yields an over-
determined system of linear equations [86] that can be solved by using Householder transfor-
mations [90]. SinceA is a 3×3 matrix, calculating the eigenvalues and thus a classification
of critical pointxcp can easily be done by solving

det(P−λI) = 0 (5.26)

using Cardan’s formula [90].

Validation of Critical Point Detection

In order to validate the algorithm, outlined above, the following experiment was run: First,
a set of critical pointsPcp := {cpi}, all attractors or repellors, was generated. Then, a vector
field u was generated by superposition:

u(x) :=
∑

cp∈Pcp

Pcp ·
(
x−xcp

)
‖x−xcp‖2

∀x ∈ Ω̂. (5.27)
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The vector fieldu was then used as input for the critical point estimation algorithm. Finally,

a comparison between the estimated critical pointsP(est)
cp and the original pointsPcp was done

in terms of number of estimated points, the location error

εloc :=
∑

cp∈Pcp

min
cp(est)∈P

(est)
cp

‖x(est)
cp −xcp‖, (5.28)

the error in phase portrait estimation,

εpp :=
∑

cp∈Pcp

min
cp(est)∈P

(est)
cp

‖P(est)
cp −Pcp‖, (5.29)

and the field reconstruction error, withu(est) being the vector field created by superposition

(5.27) from the estimated critical pointsP(est)
cp

εfield :=
∑
x∈bΩ
√
‖u(est)(x)−u(x)‖2. (5.30)

1 2 3 4

643
ncp 1.00 ±0.00 1.25 ±0.44 1.50 ±0.51 1.65 ±0.75
εloc 1.76 ±1.72 2.82 ±1.80 2.36 ±1.38 1.93 ±1.32
εpp 0.74 ±1.28 5.37 ±2.94 5.28 ±3.29 4.01 ±2.41
εfield 0.29 ±0.15 0.61 ±0.24 0.54 ±0.25 0.54 ±0.17

1283
ncp 1.00 ±0.00 1.75 ±0.44 2.25 ±0.64 3.05 ±0.67
εloc 1.84 ±1.26 2.35 ±2.40 1.82 ±1.12 1.50 ±1.03
εpp 1.13 ±0.97 5.22 ±4.51 4.30 ±2.95 2.56 ±1.45
εfield 0.22 ±0.10 0.45 ±0.36 0.41 ±0.27 0.49 ±0.24

2563
ncp 1.00 ±0.00 1.75 ±0.44 2.75 ±0.44 3.55 ±0.76
εloc 0.56 ±0.28 2.33 ±2.45 1.49 ±0.80 1.78 ±1.30
εpp 0.37 ±0.29 6.21 ±11.70 3.31 ±3.51 3.24 ±3.85
εfield 0.07 ±0.03 0.25 ±0.14 0.28 ±0.14 0.31 ±0.18

Table 5.1: Results of critical point estimation of randomly created vector fields with respect to the field
size (rows) and the number of critical points to create the fields (columns). Displayed are the number of
detected critical points, the location error of the detected points (5.28), the error of the estimated phase
portrait (5.29), and the relative error of the vector field (5.30), all averaged over 20 experiments.

The experiment was performed for different grid constantsg used to discretized the continu-
ous domainΩ into Ω̂, and for different numbers of critical pointsncp. For each constellation
(ncp,g), the experiment was executed 20 times with randomly created sets of critical points
Pcp. The results of the experiments are summarized in Table 5.1.

5.5 Conclusion

With an increasing size of the vector field, the distance between distinct critical points in-
creases, therefore, the detection of critical points improves with larger field sizes. The loca-
tion errorεloc averages at about 2 voxels, which is admissible, because in the vector fields
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obtained by non-rigid registration of medical images (chapter 4), critical points will not ap-
pear as points, but are “voluminous” areas. For the same reason, the error in phase portrait
recoveryεpp is acceptable. The eigenvectors and eigenvalues, calculated from these phase
portraits, may only be used as a qualitative measure classifying the critical point (see Fig.
5.1). Quantitative implications about a critical point should not be drawn based on its phase
portrait, since in the application case, (5.5) does model the vicinity of a critical point only
poorly. Clusters, as obtained in the clustering step (section 5.4), may also be used as shape
descriptions of critical areas.



Chapter 6

Visualization

Visualization is the final link of the time series image analysis tool chain described. The steps
that are necessary to prepare anatomical data for visualization will be introduced, as well as
its presentation in conjunction with the results of the preceding analysis.

6.1 A Brief Note About the Implementation

A proper visualization provides results of the time series image analysis in a human readable
form. A variety of software toolkits is available to visualize 3D data [5, 61, 96]. The imple-
mentation used here utilizes the OpenGL application programming interface (cf. [98, 122]),
since it is independent of the operating system, and with MESA [83] a compatible free imple-
mentation is available. Also, available graphics hardware can be utilized for fast rendering.
Surface meshes often consist of 100.000 or more triangles, so hardware acceleration of the
3D rendering becomes mandatory for an interactive visualization tool.

6.2 Preparing Anatomical Data for Visualization

To visualize the shape change of anatomical data, knowledge about the geometry of the ex-
amined objects, the skull and the brain, is necessary. Therefore, surface based rendering will
be used. This requires the extraction of surface meshes from the 3D medical images. Differ-
ent approaches are used to extract the skull from the CT images, and to extract the gray and
white matter from MR images.

In CT images bone is mapped to high intensities [63], while soft tissue is mapped to low
intensities. Hence, it is possible to segment the bone from the images by thresholding with a
certain thresholdt. By using this thresholdt, the surface of the skull can be extracted from
the image data as iso-surface triangle mesh, by using themarching tetrahedraalgorithm [80].
Then, the mesh is optimized to reduce its triangles count, without loosing geometric detail
[60, 70].

To extract surfaces of white and gray matter from MR images, a three step procedure is
employed. First, intensity inhomogeneities in the images are corrected by a modification
of theadaptive fuzzy C-means algorithm[85], yielding an intensity-corrected version of the
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input image and a segmentation into three classes: background, gray matter and white mat-
ter. Then, based on the manual selection of theposterior commisure, the cerebellum and
the brainstem is removed from the brain, yielding an approximation of the white matter. A
surface mesh of this white matter approximation is extracted and optimized like described
above. Finally, by using an iso-value that corresponds to the boundary between gray matter
and CSF, the surface mesh is deformed in order to adapt to this boundary, and to form the grey
matter surface [65]. In an equivalent manner, the approximate mesh is adapted to form the
surface of the boundary between the white matter and the gray matter by using an appropriate
iso-value.

When anatomical data is visualized, transparency might be used to overlay different states
of the objects on the time course. Moreover, a color scheme is be used to visualize shape
change: At each point of the surface, the scalar product of the surface normal with the (non-
rigid) deformation field is evaluated. If the value of the scalar product is greater then zero, the
surface is colored blue, indicating a shift in normal direction, if the value is less then zero, the
surface is colored red, indicating a shift against the direction of the surface normal. The color
intensity corresponds to the absolute value of the scalar product, indicating the magnitude of
shape change in surface normal direction. The corresponding color scale is given in mm (e.g.,
Fig. 7.4, page 54). By changing the color scale, it is possible to focus on large deformations
or to give an impression of the all-over shape change at low scales. Additionally, arrows can
be displayed to illustrate the shape change, originating at the surface and with the size and
direction corresponding to the vector field value (Fig. 7.4, page 54).

6.3 Critical Points

The method to visualize critical points is two-fold. As described in the previous section,
a critical point can be characterized by its phase portrait, and thus, by the eigenvectors and
eigenvalues of this phase portrait. The visualization can then be implemented like follows: By
considering only the real part of the eigenvalues and eigenvectors, the eigenvectors are used
to spawn an ellipsoid, with the length of the half axis set to the absolute value of the corre-
sponding eigenvector. By color-keying positive eigenvalues with green, negative eigenvalues
with red, and imaginary components by mixing the color with a blue component attractors,
repellors, saddle points, and rotation centers can be distinguished in the visual representation.
Transparency is used to improve the perception of a critical point as a spot with decaying in-
fluence on his environment (Fig. 6.1, left).

For the eigenvalues and eigenvectors have a limited scope in describing the critical areas in
the application context, a second approach for the visualization of critical points was imple-
mented. The counter values, as obtained during the search for critical points (Section 5.4) can
be interpreted as 3D gray scale image. Thus, it is possible to segment critical areas by extract-
ing an iso-surface mesh from the image, as described above. This mesh consists of separate
blobs. Each blob corresponds to a critical point (or critical area) and is colored similar to
the scheme given for anatomical surface meshes; but instead of the red-blue color coding, a
red-green one is used. The color intensity is always set to the highest intensity. Therefore, a
red blob corresponds to an attractor, a green blob corresponds to a repellor, and saddle points
consist of a mix of green and red (Fig. 6.1, right). Unfortunately, it is not possible to represent
rotation centers with this scheme.
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Figure 6.1: Visualization of critical points and the corresponding vector field. Critical points can be
visualized by ellipsoids, corresponding to eigenvectors and eigenvalues of their phase portrait (left) or
as colored blobs (right). The green color indicates repelling, and the red color attracting properties.
Additionally, the vector field is visualized by stream lines of arrow shape icons.

6.4 The Vector Field

The vector field, as obtained by non-rigid registration, can be seen as a snapshot of a dynam-
ical system describing the flow of matter. A number of sophisticated methods for flow field
visualization have been proposed including particle tracing [58, 72, 113], icon based methods
[33, 89], and texture based approaches [18, 29, 32, 39, 101]. With still images, stream lines
can be used to visualize the topology of a vector-field. The environment of critical points can
be used as seed points for trajectory tracing. The stream lines are estimated by integrating
along the vector field, forward, or backward, depending on the sign of the eigenvalues of the
critical point. To include directional information, the stream lines are represented as chains
of arrow shape icons, with a size corresponding to the vector field magnitude (Fig. 6.1).
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Chapter 7

Application

This chapter focuses on the application of the tool chain to time series medical image data.
Revising the tool chain used to analyze MR-data, results are shown that were obtained by
analyzing three sample data sets of patients with a different clinical indication. In a sim-
ilar manner, CT data is analyzed that was obtained by monitoring the midface distraction
osteogenesis.

7.1 Analyzing MR Time Series Data

The MR images analyzed in this section were acquired on two different scanners. A pa-
tient suffering from Alzheimer’s disease was treated at the Clinic of Psychiatry, University
Clinic of Leipzig. Images were acquired at the Department of Radiology, University Clinic
of Leipzig, by using a volumetricT1 weighted MPRAGE sequence on a 1.5 Tesla tomo-
graph (Siemens Vision, time of repetition 11.4 ms, 128 slices, matrix 256×256, voxel size
0.9×0.9×1.5mm).

The other two image series were obtained during treatment at the Day-Care Clinic of Cog-
nitive Neurology of the University of Leipzig. The Images were acquired on a 3.0 Tesla tomo-
graph (Bruker Medspec 100), with a high-resolution, whole-head 3DT1-weighted MDEFT
sequence [66, 111] (128 sagittal slices, 1.5 mm thickness, FOV 25.0×25.0×19.2cm, data
matrix of 256×256 voxels). The analysis tool chain applied to the images is outlined in Fig.
7.1.

The following color plates illustrate the results of the analysis of patients with the following
disease:

• Alzheimer’s disease: three images were acquired, of which the second image was taken
12 months after the first image, and the last image was taken 32 months after the first
one.

• Middle cerebral artery infarction: the first image was acquired twelve days after stroke,
the second one six months later.

• Spontaneous intra-cerebral hemorrhage: the first image was taken after the surgical
intervention to remove the blood, the second image ten months later.
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Rigid 
Registration
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Inhomogenities

Non−rigid
Registration

Mesh Generation
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rigid registered
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surface mesh
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intensity corrected
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Figure 7.1: Work flow for the analysis of MR time series images. After rigid registration, the intensity
inhomogeneities are removed in both images by adaptive fuzzy c-means segmentation, and the further
processing is done with these corrected images. Then, the all-over intensity distribution of the study-
image is adjusted to the reference image. After non-rigid registration, critical point analysis and mesh
generation, finally, the results are visualized.
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Monitoring Progression of Alzheimer’s Disease

Figure 7.2: (AD) The data of a pa-
tient with the clinical indication of
Alzheimer’s Disease was analyzed.
The development of the disease was
monitored with three MRT examina-
tions. Example slices are shown from
the first examination (left column), the
second examination, twelve months
later (middle column), and from the
third examination, 32 months after the
first examination (right column). An
enlargement of the inner and outer cis-
terns is notable.

Figure 7.3: (AD) Shape change during progression of the disease; the image on the left resembles the
development over the first monitoring interval of twelve month, the image on the right refers to the full
32 months interval. The most prominent change takes place in the frontal lobes.
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Figure 7.4: (AD) The ventricle at
the first examination is shown. The
vectors denote the enlargement dur-
ing the 32 months observation inter-
val. Colors indicate the deformation
in the direction of the surface nor-
mal. The enlargement of the ventri-
cles is a consequence of a brain tissue
loss, resulting in an increase of the
inner cerebrospinal fluid(CSF) vol-
ume. The superior orientation of the
enlargement indicates a more pro-
found tissue loss in the supraventric-
ular compartment.

Figure 7.5: (AD) Shape changes during the observation time of 32 month. A large attraction area (A)
in posterior portions of the first and second frontal gyrus of the left hemisphere is found. In conjunction
with the enlargement of the lateral ventricles in the superior direction (Fig. 7.4), it can be deducted
that this is the area with the most prominent matter loss. The repelling areas (B-D) are located in the
external CSF. This may be interpreted as an increase of the outer cisterns, indicating a tissue loss of the
adjacent gyri.
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Figure 7.6: (AD)
Stream lines map the
virtual flow of tissue
in the fronto-occipital
direction and indicate
a retraction of the
brain in this direction.
Here, critical points are
visualized via phase
portraits. The repelling
area at the frontal pole
may be interpreted as an
increase of CSF close
to the frontal pole that
coincidences with a
retraction of the brain.
This interpretation is
supported by the color-
coded visualization of
the all-over brain shape
change.

Figure 7.7: (AD) Most
notable are the repelling
areas in the anterior (B)
and posterior (A) part of
the right lateral ventri-
cle, and the repellor at
the frontal pole (C). All
repellors may be inter-
preted as an increase of
CSF coincidenting with
the brain atrophy. The
attractor near the puta-
men (D), and in the
occipital gyri (E) indi-
cate some center of mat-
ter loss. Furthermore,
the saddle point near the
right angular gyrus (F)
indicates another focus
of shape change.
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Cerebral Infarction

Figure 7.8: (IF) Images of a pa-
tient suffering from an incomplete
infarction of the middle cerebral
artery. The images in the top row
were taken after twelve days. Note,
the space-occupying effect of the
infarction at this early stage. Six
months later the edema and tissue
were absorbed, leaving a pseudo-
cystre necrosis (bottom row).

Figure 7.9: (IF) The over-all shape change during the six-months interval is visualized by the vector
field. It is very well visible that the shape change is confined to the left hemisphere. Most prominent is
the deformation of the left lateral ventricle induced by the edema. The shift of the ventricle boundary
is about 10 mm.



7.1. ANALYZING MR TIME SERIES DATA 57

Figure 7.10: (IF) An estimate of the lesion is visualized as a transparent turquoise structure, segmented
by methods described elsewhere (Chalopin and Kruggel [20]). The attracting area (A) inside of the
lesion can be interpreted as follows: While the edema reduces and damaged tissue is removed from the
lesion, the brain is pushed in the direction of the the lesion center; therefore, it appears as attractor. The
repellor (B) inside the lateral ventricles indicate an enlargement of the ventricles that coincides with
the reducing edema. The other critical points are located outside of the intra cranial space; they are,
therefore, of no interest.
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Intra-Cerebral Hemorrhage and Intervention

Figure 7.11: (IH) A spontaneous intra-
cerebral hemorrhage (cf. Barnett et al.
[6]) in the right parietal lobe was re-
moved surgically. The images in the top
row show the status shortly after the in-
tervention. Here, remnants of the blood
are still visible in the lesion. The im-
ages in the bottom row where taken ten
months later. During the time after the
intervention, necrotic brain tissue and
blood were removed.

Figure 7.12: (IH) A top view of the deformation pattern is shown. The estimate of the lesion is displayed
as a turquoise transparent structure, segmented from the images taken at the second time point with
methods described elsewhere (Chalopin and Kruggel [20]). A shift of the brain towards the lesion
is visible. The major deformation takes place in the right hemisphere, the left hemisphere remains
unchanged.
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Figure 7.13: (IH) Right
view: A large attracting
area (A) is located at the
boundary of the lesion.
Another small attraction
area (B) is located near
the lesion in the right
occipital lobe. Besides
these attractor, a repellor
(C) can be found in the
left lateral ventricle. It
indicates an enlargement
of the ventricle after the
shift of the brain in the
direction of the lesion.

Figure 7.14: (IH) A large attracting area (A) and (B) coincident with the enlargement of the lesion and
the simultaneous shift of the right parietal lobe in occipital direction and a shift of the the right occipital
lobe in frontal direction.
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7.2 Analysis of CT Time Series Data

The tool chain to process the CT image data is outlined in Fig 7.15. The images were ac-
quired at the Department of Radiology of the University of Leipzig (Leipzig, Germany) by
using a spiral CT-tomograph (Siemens Volume Zoom plus, 120 kV, collimation 1 mm, slice
thickness 2 mm, rotation time 0.75 s, feed/rotation 5.0 mm, matrix 512× 512, reconstruc-
tion increment 1 mm, convolution kernel H50s). To show different aspects of the midfacial
distraction osteogenesis, the tool chain was applied to the data of three patients with differ-
ent treatment planning and treatment outcome. The most notable differences between these
patients are that in the first patient the midface was mobilized only partially, in the second
patient the distraction was done after an almost complete osteotomy, and in the third patient
a high deformability of the whole skull was known beforehand.

Rigid 
Registration

Segmentation
of Skull

Non−rigid
Registration

Mesh Generation

study image

rigid registered
study image

reference image

skull of 
reference image

surface mesh surface mesh

displacement field

skull of
study image

Visualization

Figure 7.15: Work flow of the analysis of CT images. With CT images, the Hounsfield scale offers a
normalization of the intensity range, therefore, intensity adaption is not necessary. In the application to
distraction osteogenesis image data, the deformation of the skull is of special interest. Therefore, it is
segmented from the images prior to non-rigid registration.
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(a) First patient, before (left) and after distraction (right), model skull to adjust RED system (middle)

(b) shape change (c) manually extracted rotation center

Figure 7.16: A 12-year-old boy was suffering from a severe midfacial hypoplasia, resulting from a bi-
lateral cleft lip and palate (a, left). He was treated by way of a sutural midfacial distraction osteogenesis
with simultaneous transversal maxillary expansion, guided by a RED system for 10 weeks. The treat-
ment resulted in a 17 mm forward displacement of the midface with an (intended) back slide of 2 mm
later on (a, right). The retrospectively performed analysis indicated that the distraction triggered a for-
ward shift of the zygomatic and nasal bones since the maxilla was not mobilized (b). Furthermore, the
center of rotation which is dependent on the center of resistance and the point of applied force could be
determined manually (c); its location is important in treatment planning and outcome, and was selected
properly in this case.
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(a) Second patient, before (left), during (middle), and after distraction (right)

(b) Shape change of the whole skull (c) Shift of the occlusal plane

Figure 7.17: An 18-year-old boy with an isolated non-syndromatic midfacial hypoplasia. Distraction
after an almost complete osteotomy led to a harmonic maxillo-mandibular relationship and improved
esthetics (a). Utilizing the visualization tools showed the complex interrelated changes, caused by the
forward displacement. In this case the zygomatic bones were not influenced by the distraction (b). A
straight anterior movement parallel to the occlusal plane is evident (c)
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(a) Third patient, before (left), during (middle), and after distraction (right)

(b) All-over shape-change (c) Strong deformation of the whole skull

Figure 7.18: An 18-year-old girl, was suffering from a severe midface hypoplasia and retrognathia (a).
A malfunction of bone mineralization as well as partially open sutures yielded a high skull deformability
(b). This led to an impressive deformation of the whole skull induced by the halo fixation of the RED
system (c). The analysis of deformation strength and location yielded important information for the
design and placement of the halo-frame, anchoring the distractor.
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Chapter 8

Discussion

This chapter summarizes results and outlines problems that arose during the processing of
the application data. A discussion of possible enhancements in time series image analysis
concludes this chapter.

8.1 Achievements and Limitations

An implementation of the core tools developed here were published under the terms of the
GNU General Public License [119], including software for automatic intensity adjustment,
for non-rigid registration, for the critical point analysis, and a visualization tool. With these
tools it is now possible, to analyze the differences between pairs of serially acquired medi-
cal images on standard PC hardware in a reasonable amount of time. From the applications
shown in the preceding chapter it is evident that the principal results coincide with the expec-
tation of the monitored therapy processes.

Nevertheless, some problems arose during the application of the tools to time series im-
ages: First of all, the validity of applying rigid registration is limited. The images considered
here exhibit a shape change. In section 3.1, it was already argued that this renders land-
mark based registration unstable. However, shape changes also influence the voxel based ap-
proaches, since the cost functions used in these approaches are also sensible to shape change.
They minimize the selected criterion over the whole image domain. Especially in the case of
the midface distraction osteogenesis, where the skull changes to a large amount in the facial
area, this minimum might not lead to a registration of the area with the least changes, the cra-
nium. Instead, registration will be achieved slightly off-shape. The positioning of the head
may also change the spatial relation between organs. In the case of the datasets obtained mon-
itoring the midface distraction osteogenesis, e.g., the angle between neck and skull changes.
This can be seen as a non-rigid deformation of the neck in the corresponding visualization
(Fig. 7.16, 7.17, and 7.18)). The error of rigid registration induced by such non-rigid changes
has to be quantified.

Problems of the intensity adjustment were already discussed in section 3.2. However, in
cases where intensity inhomogeneities are present in the images, and approaches to remove
such inhomogeneities fail, intensity adjustments will yield an inconsistent intensity-material-
mapping in time series images. Non-rigid registration then yields incorrect results. In some
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cases, the errors might be subtle, offering room for erroneous conclusions (Fig. 8.1).

Figure 8.1: The right image shows the result of the registration two images, study (left upper) and
reference (left lower). Since the intensities of the gray matter in both images are not well adapted, the
non-rigid registration, based on the sum of squared differences, yields a vector field which suggests a
major increase of the brain volume that can not be found in the original images. Apparently, the cost
function was favoring a registration of the gray matter in the study image to the white matter in the
reference image.

Therefore, using the sum of squared differences as a cost function for non-rigid registra-
tion, is deprecated in the case of time series MR images. Especially, since the computer
technique is developing very fast, the computational load of more complex voxel similarity
measures may become acceptable.

Another problem of non-rigid registration based on fluid dynamics is introduced by its
main advantage: it is capable of handling large deformations. Therefore, it also tends to mis-
register, if structures are present in one image which are not present in the other. Consider, the
pair of study image and reference image given in Fig. 8.2. A part of the scalp is missing in the
study image 8.2 (a) which is present in the reference image 8.2 (b). Parts of the cerebellum
where registered to the scalp (Fig. 8.2 (c)).

To overcome such limitations, it might be useful to combine voxel based approaches with
landmarks to restrict the transformation at certain points.

Besides the errors in non-rigid registration, an ambiguity in the registration results is also
introduced by selecting the method to be used for the registration and by the multi-resolution
processing of the image data. In Chapter 4, several approaches for non-rigid registration were
discussed. Even though all these methods may find a mapping that ideally maps homologous
structures onto each other, they will not yield identical transformations. Bro-Nielsen and
Gramkov [14] showed that Thirion’s algorithm [107] yields a deformation that is different
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(a) study (b) reference (c) registration result

Figure 8.2: In the study image a part of the scalp is missing (a) which exists in the reference image (b).
The registration maps parts of the cerebellum to the scalp yielding a mis-registration (c)

.

from the deformation obtained by using the filter-based fluid dynamics approach. However,
it exists no mathematical measure to decide which result is better in modeling the physical
reality.

In Chapter 4, support was given for Christensen’s approach [23]. In most cases, the method
yields acceptable results for non-rigid registration. However, ambiguity is introduced into
the results through the multi-resolution processing. Consider a registration experiment with
a study image (Fig. 8.3 upper row, left), and a reference image (Fig. 8.3 upper row, middle)
by using different starting resolutions. Results with start sizes 8×8 and 16×16 might intu-
itively be favored, since they coincide more with the expectation of a smooth deformation.
Nevertheless, in terms of the cost function and the smoothing term in (2.9), all registration
results are very good. Therefore, a decision about the transformation can not be drawn on the
basis of methodical considerations only.

Another problem arises from the fact that critical points of deformation fields are not in-
finitesimally small. It was already discussed that the phase portrait allows a classifying a
critical point, but does not yield a quantitative measure. The absolute values of the phase
portrait’s eigenvalues are strongly dependent on the formula used to model the environment
of a critical point. On the other hand, the appearance of the blob representation of a critical
point is dependent on the iso-value used for surface extraction (section 6.3). High iso-values
will emphasize attractors and repellors with strong focal properties, and low iso-values will
give a better impression of the shape of the critical area. The visualization of critical areas as
blobs is preferable, because it preserves more information. Since rotation can not be encoded
with this visualization scheme, models have to be found that provide a better visualization
the qualitative features of critical points.

It has to be noted that the level of visualization detail is usually not sufficient for a concise
analysis of the monitored process. In the case of the distraction osteogenesis, the generated
surface meshes are sufficient to visualize the all-over shape change, but the localization of
landmarks in the images, and therefore, a measurement of deformations at such landmarks is
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Figure 8.3: Registration of source image (lettera) to the reference image (letterb) by using different
start sizes for the multi-resolution processing. The results are visualized in the lower row by using the
following coloring scheme: The deforming vectors(x,y) are transformed to polar coordinates(φ, r). φ
is then represented by a color value according to the scheme (upper row, right), andr is represented by
the color intensity. The results are given from left to right for multi-resolution start sizes of 16×16,
32×32, 128×128 and registration of the full resolution of 256×256 only.

very difficult. Here, a more sophisticated segmentation of the skull including artifact removal,
is needed.

Besides the methodical problems discussed above, physiological effects have to be con-
sidered. The state of body hydration, for instance, may influence the shape of the brain and
this influence may change with the examination daytime and with the age of the patient. So
far, an investigation has not been performed to measure the magnitude of these physiological
effects. Therefore, the measurements of small changes, as they obtained in monitoring slowly
atrophying processes has to be interpreted with care.

8.2 Outlook

Several steps are considered as future work on time series image analysis.
First of all, work has to be done to validate the results of the non-rigid registration. Differ-

ent approaches may be considered here. A validation by using landmarks is possible. Here, it
is not necessary to use an extensive set of landmarks, since it only has to be tested how well
landmarks are matched by the voxel based registration.

Cross-validation of the fluid-dynamics based registration approach with other approaches
is necessary. Vector fields, obtained by different registration methods, will differ. Neverthe-
less, the shape registration should still be consistent as long as the registration method is able
to handle the magnitude of deformation. This kind of cross-validation might help to define
application areas for the different methods. If only small deformations are expected, a linear
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elastic approach might be more appropriate than a fluid dynamic approach. Furthermore, by
segmenting structures of the brain and by introducing material parameters the the consistence
of the non-rigid registration with the physical reality will be improved.

Another goal is the reduction of the computing time of the analysis tools. A fast quantifi-
cation of differences between time series images is useful for, e.g., navigation during neuro-
surgery: When the skull is opened, CSF drains, and the brain deforms due to gravity. This
“brain shift” invalidates pre-operatively acquired images (e.g., functional images localizing
motor and speech areas). By acquiring images at the beginning and during neuro-surgery, a
blue-print of the “brain shift” is available, and with an adequate analysis, the changes could
be applied to the pre-operative data used for operation planning in real time. Thereby, the
surgeon would get an updated view of the brain including the information available at the
time of the operation planning.

Furthermore, the critical point detection needs revision. As can be seen from the analysis
of the distraction osteogenesis, rotation centers play a major role during operation planning.
Therefore, an automatic detection of this rotation center is of high interest for improving the
retrospective analysis of the intervention.

Finally, the feedback from medical experts is very important to discuss results. The es-
tablishment of closer links between research and clinical application is necessary in order to
improve the applicability of time series medical image analysis in the future.
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Appendix A

Mathematics

A.1 Derivation of Euler Step

The relation between velocity fieldv and displacement fieldu can be obtained as follows
[23]:

u(x, t) = x−x0, (A.1)

v(x, t) = ẋ =
∂x
∂t

, (A.2)

v(x, t) =
∂(x0 +u(x, t))

∂t
, (A.3)

v(x, t) =
∂u(x, t)

∂t
+∇u(x, t)v(x, t). (A.4)

Introducing a time step∆t an update∆u(x) for the displacement is given as

u(x, t +∆t) = u(x, t)+∆t [v(x, t)−∇u(x, t)v(x, t)] . (A.5)

A.2 Discretization of the Navier-Stokes Equation

µ∇2v+(µ+λ)∇(∇ ·v) =−f (A.6)

µ

(
∂2
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∂2

∂y2 +
∂2

∂z2

)
v+(µ+λ)
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∂y∂z
∂2

∂x∂z
∂2

∂y∂z
∂2

∂z2

v =−f, (A.7)

For thex-component of (A.7) we may write:

µ

(
∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2

)
v(x) +(µ+λ)

(
∂2

∂x2 +
∂2v(y)

∂x∂y
+

∂2v(z)

∂x∂z

)
=− f (x), (A.8)
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Discretizing this using a finite difference scheme using numerical derivatives [90] yields
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With shortcutsa = µ
h2 , b = µ+λ

h2 follows,
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y- and z- components can be obtained in a similar manner.
With f̂ := 1

(6a+2b) f, writing (A.6) in its discretized representation yields a linear system

Av = f̂. (A.12)

A.3 SOR Update

Substitutingc = a+b
6a+2b, d = a

6a+2b, e= b
4(6a+2b) we obtain:
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py andpz are given similar.
Furthermore, it can be written
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)
,

qz = e
(

v(m+1)
i−1, j,k−1,x +v(m)

i+1, j,k+1,x−v(m)
i−1, j,k+1,x−v(m+1)

i+1, j,k−1,x+

v(m+1)
i, j−1,k−1,y +v(m)

i, j+1,k+1,y−v(m)
i, j−1,k+1,y−v(m+1)

i, j+1,k−1,y

)
,

(A.14)
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and hence, for the residual vector

r i, j,k = ω
(

p+q−vm
i, j,k

)
, (A.15)

and finally, the SOR update ofvi, j,k is given by

v(m+1)
i, j,k = v(m)

i, j,k + r i, j,k. (A.16)

A.4 Convolution Filter

The linear operator of PDE (4.9)L is defined as:

L := µ∇2 +(µ+λ)∇(∇·) (A.17)

and its eigenvalues are [23]:

κ1,i, j,k =−π2(2µ+λ)(i2 + j2 +k2),
κ2,i, j,k = κ3,i, j,k =−π2µ(i2 + j2 +k2). (A.18)

With x ∈Ω and by using the shortcuts

scci, j,k(x) = sin(iπx)cos( jπy)cos(kπz),
csci, j,k(x) = cos(iπx)sin( jπy)cos(kπz),
ccsi, j,k(x) = cos(iπx)cos( jπy)sin(kπz),

(A.19)

the associated eigenvectors are given by

φ1,i, j,k(x) =

√
8

i2 + j2 +k2

 i scci, j,k(x)
j csci, j,k(x)
k ccsi, j,k(x)

 , (A.20)

φ2,i, j,k(x) =

√
8

i2 + j2

 − j scci, j,k(x)
i csci, j,k(x)

0

 , (A.21)

φ3,i, j,k(x) =

√
8

(i2 + j2)(i2 + j2 +k2)

 ik scci, j,k(x)
jk csci, j,k(x)

−(i2 + j2)ccsi, j,k(x)

 . (A.22)

Given
Γi, j,k = 2sign(i)+sign( j)+sign(k), (A.23)

introducing a filter width parameterd > 0, d ∈ N, which spawns a filter of size 2d+ 1, and
with the shortcut

αi, j,k =
8

π2µ(2µ+λ)(i2 + j2 +k2)2Γi, j,k
(A.24)
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the components of the impulse responseL ∈ R3×3 of the linear operatorL can be written as
[13]:

Lx(y) =
∑2d

i, j,k=0 αi, j,kscci, j,k(yc)

 (µi2 +(2µ+λ)( j2 +k2))scci, j,k(y+yc)
−(µ+λ)i j csci, j,k(y+yc)
−(µ+λ)ik ccsi, j,k(y+yc)

 ,

Ly(y) =
∑2d

i, j,k=0 αi, j,kcsci, j,k(yc)

 −(µ+λ)i j scci, j,k(y+yc)
(µ j2 +(2µ+λ)(i2 +k2))csci, j,k(y+yc)

−(µ+λ) jk ccsi, j,k(y+yc)

 ,

Lz(y) =
∑2d

i, j,k=0 αi, j,kscci, j,k(yc)

 −(µ+λ)ik scci, j,k(y+yc)
−(µ+λ) jk csci, j,k(y+yc)

(µk2 +(2µ+λ)(i2 + j2))ccsi, j,k(y+yc)

 ,

(A.25)

with yc = (0.5,0.5,0.5)T andy ∈ {yr,s,t = ( r
d , s

d , t
d )T | r,s, t ∈ [−d,d]∩Z}.



Appendix B

Algorithms

Algorithm 1 non-rigid registration based on fluid dynamics

d := dmax, i:=0, u(0):=0, T := T0, Ŝ:= S(T)
calculate mismatchmi using SSD (2.12)
repeat

i := i +1
calculatef(ti) (4.8)
solve the linear PDE Eq. (4.9) for velocityv(ti) and forcef(ti)
label:
choosestep= d

∇u(x)v(x)
if minx det(I −u(x)−step∗ (v(x)−∇u(x)v(x))) < 0.5 then

Tu := x−u(x)
T := T⊕Tu, Ŝ:= S(T), u:=0

end if
u(u)← u(x)+step∗ (v(x)−∇u(x)v(x))
calculate mismatchmi using (2.12)
if mi > mi−1andd > dmin then

d := max(d−∆d,dmin)
goto label

end if
d := min(d+∆d,dmax)

until mi > mi−1

T := T⊕u(ti−1)
T is the transformation minimizing the SSD (2.12)
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Algorithm 2 SOR

f̂ = f
6a+2b, select values formaxstepsandε

set initialv
repeat

for k := 1 to Z step 1do
for j := 1 to Y step 1do

for i := 1 to X step 1do
calculatepi, j,k according to (A.13){ 24 FLOPs}
calculateqi, j,k according to (A.14){ 24 FLOPs}
calculater i, j,k according to (A.15){ 9 FLOPs}
updatevi, j,k according to (A.16){ 3 FLOPs}
r := r +

∥∥r i, j,k
∥∥2

6 FLOPs
end for

end for
end for
{ one iteration needsO(66n) FLOPs}
if step=1then

r init := r
end if

until steps≥maxstepsor r < ε∗ r init

Algorithm 3 SORA

1. r̂ := 0, m := 1

2. calculate the first iteration over the whole domain as given in Algorithm 2, and the
residuer i, j,k =

∥∥r i, j,k
∥∥

3. if r i, j,k ≥ r̂ markv∗ ∈ ℑ as to be updated in the next iteration

4. rold := r, r :=
∑

i, j,k r i, j,k

5. set threshold ˆr as given in (4.17)

6. in subsequent iterationsm of Algorithm 2 updatevi, j,k andr i, j,k only at marked posi-
tions, update the marks as given in step 3, and threshold ˆr as given in step 5.
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Algorithm 4 MINRES
select values formaxstepsandε
set initialv0

r0 = f̃−Av0

r0 = Ar 0

p0 = r0, p0 = r0, γ0 = r0∗ r0

repeat
hk = Apk{ O(51n) FLOPs}
αk = γk

pk∗hk
{ O(2n) FLOPs}

vk+1 = vk +αkpk { O(2n) FLOPs}
rk+1 = rk−αkhk { O(2n) FLOPs}
rk+1 = rk−αk ∗ (A ∗pk) {O( 53n) FLOPs}
γk+1 = r k ∗ rk{ O(2n) FLOPs}
βk = γk+1

γk

pk+1 = rk+1 +βk ∗ pk{ O(2n) FLOPs}
pk+1 = rk+1 +βk ∗ pk { O(2n) FLOPs}

until steps≥maxstepsor |rk+1|> ε |r0|
{ one iteration needsO(117n) FLOPs}
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