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Abstract

We present an approach to discover novel faces in untagget gbllections by
leveraging the “social context” of co-occurring people.r@iea exploits the social nature
of consumer photos, in which people of the same clique (fat@bm, class, friends) of-
ten appear together. Initially, the system trains detedimrany individuals with tagged
instances in the collection. Then, for each untagged imagdsolates any unfamiliar
faces. Among those, it discovers novel face clusters bydgieg both their appearance,
as well as descriptors encoding the (predicted) familieesawith which the unfamiliar
faces co-occur. The resulting discovered people can thprelsented to a user for name-
tagging, thereby efficiently propagating manually prodidkoels. Our experiments with
real consumer photo collections demonstrate that the raystéperforms baseline ap-
proaches that either lack any social context model, or religly on the appearance of
co-occurring faces. Furthermore, we show it can succdgsfsé the discovered models
it forms to auto-tag unseen faces in a new collection.

1 Introduction

Photos are great for capturing monumental moments in lifeh @s birthdays, graduations,
weddings; for capturing breathtaking sights; or for caipiartistic images of everyday life.
A common theme of photos is that, in most cagesple are their main subjects. Photos can
rekindle fond memories and even provide specific answersiéstipns such asivhat did
my kindergarten teacher look like? Who was sitting next to me at my 16th birthday party?
Naturally, an automated method for organizing photos atingrto who is in them would be
invaluable for the modern day digital-camera user who Eseselarge collections of photos.

Face detection algorithms can now provide highly accureselts in realistic images,
and their use in conjunction with popular photo-sharingssis to the point where “auto-
tagging” functions are increasingly common in real comnatpplications. Typically, the
assumption is that a user will directly train the system albloel faces of interest in his/her
collection by providing tagged exemplars.

Vision researchers have explored a variety of innovatiygr@gches to use tagged data
to learn face models and perform recognitién{, 16, 17, 24, 25]. The usual pipeline is
as follows: (1) The user supplies name tags for a few imagéiseirphoto collection and
trains classifiers that can recognize each labeled per8piihe system detects faces in the
remaining unlabeled images; and (3) The system appliesdiveed classifiers to tag those
faces with candidate names. While face recognition metiped®rm quite well in more
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Figure 1: Main idea of our approach to unsupervised faceod&y in personal photo collections. For any unfamil-
iar face not recognized by the system (in dotted green), wehesco-occurrence cues from familiar faces nearby (in
solid yellow) to produce more reliable groups. In this extenpn appearance-based grouping method that clusters
the unfamiliar faces would likely fail to recognize the mangtances of the boy, given their variability. In contrast,
by also representing thecial context of people appearing near each unfamiliar face, our approatputes more
reliable clusters. Having discovered a novel face, theesystould present the images to a user for name-tagging.

name?

controlled environments, they become less reliable fonnahttonsumer photo collections,
where faces run the gamut in terms of pose (sitting, playitagcing), occlusions (hats,
sunglasses), and lighting variations (indoor, outdoarhiday) pP6]. Recent work shows
thatcontext cues such as clothing, timestamps, or nearby text data, arealrty overcoming
such variations], 2, 6, 7, 12, 16, 17, 22, 25].

Nevertheless, a limitation of the above pipeline is thatuker must teach the system
about each face (person) of interest. While the system cemmeatically annotate new in-
stances ofamiliar faces, it first requires a human to manually label samplebasfe faces.
This means that the system’s performance is bounded by #d#ygand scope of the labeled
instances a user spends time providing, which is problenoatie a photo collection grows
to include new friends (a student goes to college), big eseith many repeating new faces
(awedding on the in-laws’ side), or when merging collecsibetween users. For large photo
collections with tens to hundreds of people, the user'scalebecome laborious.

We present an approach for face discovery that alleviagesdbts of manual interven-
tion, and allows users’ collections and tagging functidgab evolve more fluidly. The goal
is to perform unsupervised clustering on faces detectetiénirhages, in order to come
up with a batch of photos likely of the same individual, sotttiee user can efficiently
tag or prune them with minimal effort. In contrast to presdace clustering algorithms
(e.0., B, 16, 19)), we propose to expand the representation of the deteatss fto include
not just their appearance, but also thresicial context. Specifically, the main idea is to use
cues from co-occurring people in the same image in orderdaduyare more reliable groups.

Why do co-occurrence cues help? New (yet unlearned) facesatlection appear with
some strong social context, as users’ photos tend to dwesimdlifferent cliques of people:
families, friends, co-workers, etc. This means the coraéXtamiliar people” can both help
disambiguate people with similar appearance, and helpysters realize that instances of
faces in different poses or expression are actually of theegzerson (see Figufe.

We design a context descriptor to capture the predictiopsefiously trained face mod-
els, and show that this “face-level” cue is more reliablenthisnply using the appearance of
nearby faces as context. A system using the proposed appfi@ss the user from manu-
ally identifying each new face. Instead, it discovers naeelrring faces—and, critically,
discovers them more accurately by modeling the social bsterounding them. It can
then presentits discoveries (a cluster of photos) to the asd he/she can confirm with tags
(or reject). While related context cues have been explarediimited extent for traditional
supervised learning pipeline§,[17, 22, 25], we are the first to consider unsupervised face
discovery using social context. We demonstrate our approdning for novel faces on a
dataset drawn from multiple domains and two large persomaigocollections that exhibit
natural social context.
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2 Redated Work

Space does not permit a thorough review of face detectiomeadinition algorithms4, 21,
26]; our contribution relates to managing photo collectiohfages, and advances made in
either of the above should only enhance our system'’s results

Several face recognition systems intended for consumetophi@ve demonstrated the
value of using co-occurrence statistics between peoplapodve predictions. However, in
previous work the co-occurrence cues are learned fromddte{amples and applied to help
name familiar (trained) faces, e.d6, [L7, 25], whereas we aim to discover new faces in the
context of familiar ones. Since image-level tags for imag#éh multiple faces are inher-
ently ambiguous, researchers have explored ways to effigimtover the correspondence
between people’s names and the face windows pregghitd4]. Tracking and movie scripts
also offer interesting ways to resolve ambiguities andextblface dataset$,[15. Con-
text cues from familiar social relationships (e.g., motbkitd, husband-wife) can improve
face recognition accuracy in a weakly-supervised set@y While the social relationships
are manually provided in2P], our method automatically discovers the social contexrin
unsupervised manner.

Methods that tackle the face clustering problem have shbatrctothing, timestamp4 f],
and captionsd, 127 are useful context, and that the most evident clusters whmanter-
active labeling 19. We are the first to consider using the context of other fdoesd in
discovering new faces in a photo collection.

In the object recognition community, much research has loese to exploit context
between objects and the scenes that contain them $béar [a survey). Our approach has
parallels with recent techniques that show how to discoseful context information in su-
pervised or semi-supervised settin@§,[11, 14, 20]. The context cues for a set of specified
generic objects (cats, trees, etc.) is learned directi;mfumseen test data id (], and ex-
tracted iteratively for a fixed set of categories &4 Given a set of related scenes, one car
also analyze spatial connections to discover semanticeliyed objects14].

Of the above work in object recognition, most closely redagour context-aware dis-
covery method11], which uses familiar objects surrounding a region of iegtin an image
to build a more reliable context descriptor. We design aaamntext descriptor that is
directly inspired by the “object-graph”, in that it recordess posteriors rather than raw
appearance. We follow a similar pipeline to our work irl][ for category discovery, but
adapt it specifically for the face discovery setting, andastiwat it captures a very relevant
form of social context that allows better unsupervisedteltisg in this domain. Given the
central importance of face tagging for everyday consumet@applications, this setting is
particularly interesting to consider.

3 Approach

Our goal is to discover novel faces from untagged image cdlies by exploiting the social
nature of consumer photographs. In particular, we aim tadheseo-occurrence information
from familiar people to better discover faces of new pedple.

Given a pool of unlabeled photos, we first detect any facesaah émage. We then
identify novel faces that do not resemble any person for vhie have trained models (Sec-
tion 3.2). After isolating the unfamiliar faces, we form new peoptategories” by grouping
faces that have similar appearamoel similar social networks (Sectich 3).

1We use “(un)familiar” and “(un)known”, interchangeably.
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Figure 2: System overview. Given a photo collection withged faces, we train models for each person. Given a
novel set of face images (that do not have any tags), we detgences of familiar people in each image, and use
their context to discover novel faces.

Category
models

See Figure for an overview of our system. In the following we describe thain steps.

3.1 Learning Modelsfor Tagged Faces

For each face regionfound with a face detector, we extract texture featuresneesas the
appearance descriptA(r). We use pyramid of HOG (pHOG}] or Local Ternary Patterns
(LTP) [18]. We train SVM classifiers foN initial people,{cs,...,cn}, for whom we have
tagged face images. These classifiers will allow us to ifletite instances of each initial
familiar person in novel images. We will use those prediddito describe the social context
for eachunfamiliar face, as we describe in more detail in SecttoB

3.2 ldentifying Unfamiliar Faces

For any unlabeled photo, we would like to detect the peopie &nd determine whether any
of them resembles familiar person. Doing so will allow us to isolate the unknown faces,
and to build social context descriptors that portray th@codrring familiar people.

For all unlabeled images, we run a face detectdl fo extract candidate faces. To
compute the known/unknown decision for a face regione apply theN trained classifiers
from SectiorB.1to the face to obtain its class membership posteRécgr), fori=1,...,N,
wherec; denotes thé-th person class. Faces that resemble a known peyseiti produce
a high value foP(ci|r), and low values foP(cj|r), Vj #i. Faces that do not resemble any
familiar person will have more evenly distributed postesio

Thus, to distinguish which faces should be considered tonb@awn, we compute the
entropy:E(r) = — TN, P(ci|r)logP(ci|r). Faces with low entropy values will likely belong
to familiar people, while those with high values will likelbe unfamiliar. We select a cutoff
threshold equal to one-quarter of the maximum possible entropy valne treat faces with
values above it as unknown. Our intentionally selectiveedon allows us to compute accu-
rate estimates on familiar people, and at the same timedecs many unfamiliar faces as
possible. We validate the impact of our conservative knawkiiown decisions on discovery
in Section4.

3.3 Social Context Descriptors

For each unfamiliar face, we want to build a description ttedlects that person’s co-
occurring familiar people, at least among those that we ta@ady identify. Having such
a description allows us to group faces that look similar.,(have similar appearance) and
often appear among the same familiar people (i.e., havéssisucial context).

Suppose an image hdstotal faces:ry,...,rr. We define the social context descriptor
S(r) as anN-dimensional vector that captures the distribution of feampeople that appear
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Figure 3: An example illustrating the impact of social comfer discovery. The blue double-headed arrows indicate
strength in affinity between the unknown regions. (a) Twoges where the unfamiliar faces are outlined in green.
(b) Appearance information alone can be insufficient to degi large pose or expression variations. (c) Modeling
the context surrounding the face of interest can provideemeliable similarity estimates, but a context descriptor
using rawappearance is limiting since it can only describe nearby faces with testor color. (d) By modeling the
social context using learned models of familiar people, we caniolatecurate matches between faces belonging to
the same person.

Unknown

in the same image:
T T
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If our class predictions were perfect, with posteriors étmé or 0, this descriptor would be
an indicator vector telling which other people appear inithage. When surrounding faces
do belong to previously learned people, we will get a “pedkiector with reliable context
cues, whereas when they do not appear to be a previouslgkbpenson the classifier outputs
will simply summarize the surrounding appearance.

Note that unlike existing discovery methods in object catggecognition L0, 11, 20|
that consider the spatial layout of the objects, we do nobeéadhe spatial relationships
between people. This is because we do not expect high régutahow certain individuals
arrange themselves (though this can be useful for broaaits like gender and agé&,[22).

Alternatively, one can imagine forming a context descoptusing the raw appearance
of co-occurring faces—for example, by recording the pHOGTd? descriptors of the other
faces detected in the image. However, context in the forrowflevel appearance informa-
tion may be insufficient to provide reliable grouping cuésce the appearance variabilities
of the same person (due to pose, expression changes, etalyl mat be accurately mod-
eled (see Figur&). By modeling social context using learned models of faamipeople,
we obtain more descriptive and compact representatiorSedtion4, we directly evaluate
the impact that the social context descriptor has on disgoveer a baseline that utilizes
low-level appearance features as context.

3.4 Discovering New Faces

Finally, we cluster all faces that were deemed to be unknoWe. consider two cluster-
ing algorithms: (1) spectral clusterin@d], and (2) complete-link agglomerative clustering.
Spectral clustering provides flexibility in the choice oétaffinity measure and is able to de-
tect clusters of irregular shape. However, it requires tmlmer of clusters as input, which
is not always available for the discovery scenario. Agglaatiee clustering offers more
flexibility in this regard, since the size rather than the bemof clusters can be targeted.
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Each clustering method takes as input a matrix of the pagraiBnities between all current
unknown faces.

We want the discovered groups to be influenced both by theaappee of the face re-
gions themselves, as well as their surrounding contextrefbee, given two face regions
rm andrp, we evaluate a kernel functidf that combines their appearance similarity and
context similarity:

K(rm,fn) = a-Ky2 (S(rm), S(rn)) + (1= a) - Ky2 (A(rm), A(rn)) , (2)

wherea weights the contribution of social context versus appesgdérecallA(r) is a pHOG
or LTP descriptor). EacK, is ax? kernel function for histogram inputsandy:

R VAYA
sz(x,y)=exp<—% (;%)) 3)

wherej indexes the histogram bins, afdis a data-dependent scaling factor, which we set
as the average? distance between all face regions.

By considering both the appearance of the faces as well astual context, we expect
to be able to discover faces with occlusion (i.e., due to lssgs or a hat) or large pose
variations. For example, if the system knows what Monica @helndler look like, it gets
richer context descriptors to discover their pal Rachetnew difficult cases such as when
she is wearing sunglasses. Analyzing the facial appeaedoge could have been inadequate
to group the different instances of Rachel with and withaunggasses.

4 Results

In this section, we evaluate our method’s face discoverfopeance.

Baselines We compare our method to two baselines: (Hjoacontext baseline that sim-
ply clusters the face regions’ appearance descriptors(Znan appear ance-context dis-
covery method that uses the appearance of surrounding ésceentext (rather than the
predicted categories). The second baseline substitutesutihnmed appearance descriptors
of co-occurring faces fo§(r). These are important baselines to show that we would not
be as well off simply looking at a model of appearance usinggenfeatures, and to show
the impact of social context analysis versus a low-levekapance context description for
discovery.

Dataset We validate on three datasets. The first datagékiure) is a compilation from
three sources: The Gallagher Collection Person Datd@ketri episode oBuffy the Vampire
Sayer [5], and an episode diriends. We chose these three since they contain natural cliques
of people (family members, characters that appear in sdegesher). There are a total of
12,542 images, 8,452 detected faces, and 23 unique people.

The second and third datasets are fr@# [which are collected from real family photo
albums from two different people. The second datagédr(gl) has 1,125 images, 2,769
faces, and 47 people; the third datasétahg?) has 1,117 images, 3,282 faces, and 152
people. These datasets contain images encompassing oéall idationships and thus
are perfect testbeds for evaluating our methoGee P7] and the supplementary file at

2While the data fromZ2] is relevant to our task, their supervised labeling apfilicais distinct from ours and
S0 not relevant for comparison.
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http://vision.cs.utexas.edu/projects/facediscoviymore details on the dataset statistics
and example images.

We partition each dataset into two random subsets. The singséd to trairN classi-
fiers for the initial “knowns”. These faces represent theo$gteople for which the system
already has some tagged examples. On the second subset;farenpdiscovery using the
N categories as context to obtain our set of discovered cagsgolo demonstrate that our
method’s improvements are robust with respedtitand which categories are chosen to be
known, we test on four splits of the Mixture collection: twaliss have 8 unknown people
(489 and 540 face instances, respectively), the other twe b8 (1138 and 1044 face in-
stances, respectively), all selected randomly. For thegd/amd Wang2, we select as known
the top 25% of the most frequently appearing people; thesdtgdave 16 and 104 unknown
people (143 and 373 face instances), respectively. Thisctsfthat the owner of the collec-
tion and his/her closest family members and friends woukelyi be labeled prior to those
who appear less frequently.

Implementation details We use OpenCV for41] and work only with true-positive de-
tections. For the Mixture dataset, we use pHOG with two pyddevels and eight bins to
describe face appearance, and spectral clustetBjgd group the faces. For the Wang1 and
Wang?2 datasets, we use LTP with publicly available code byatithors 18] and default
parameters to describe appearance, and agglomerativercigsfor grouping. We worked
with the pHOG descriptor in early experiments but later stuied it with the LTP descrip-
tor due to it being more suitable for describing face patcliesompute class probabilities,
we use one-vs-one SVM classifiers, and obtain posteriongymiirwise couplingg3]. We
normalize the context descriptors to sum to 1. Wecséd 0.5 for the Mixture dataset and
0.2 for Wang1 and Wang?2 datasets. Due to the larger numbeopi@ and their varying fre-
guencies in the Wang datasets, increasing the weight oraegpee produces better clusters.
In general,a could be determined interactively by observing qualiatxamples of the
clusters. Training the known classifiers, building the eattlescriptors, computing kernels,
and clustering the unknowns takes 1-5 minutes with a Mattgilémentation.

Evaluation metrics We use thd--measureto quantify discovery accuracy. The F-measure
reflects the coherency (precisi® of the clusters, while taking into account the recabf
the same-category instancés= %. We set the number of clusters to discover to be eque
to the number of true unfamiliar faces in the image collettio meaningfully evaluate our
method’s discovery performance. To evaluate auto-taggaogiracy on novel images, we

use standard multi-class recognition accuracy.

Face discovery Figure4 shows discovery results. Our method significantly outpgento
the baselines on all datasets, validating our claim thaiaboontext leads to better face
discovery. In most cases, the appearance-context outpesthe no-context baseline, indi-
cating that context can be useful even when described witHldoel appearance features.
However, our substantial improvement over the appearaontext baseline shows the im-
portance of representing context with models of familiasgde. The absolute performance
on the more challenging Wangl1 and Wang?2 datasets is slilghtbr than that of the Mixture
dataset. Still, our method performs well, showing prattieaults for real personal photo
collections. Furthermore, discovery succeeds just as wiedn the number of unknown
people is increased (top to bottom in Figdréb)).

We also explored taking tHeast frequent people to be known on the Wang datasets. |
this case, our method attains similar clustering perforceda the baselines. This is due to
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# Unknowns | Ours | No-Context | App-Context
Mixture* 15 0.30 0.26 0.28
Wangl 16 0.25 0.20 0.21
Wang2 104 0.24 0.23 0.21
(a) Accuracy of discovery per dataset
# Unknowns Ours No-Context | App-Context
splitl 8 0.34(0.00) | 0.24(0.01) | 0.26 (0.01)
split2 8 0.32(0.01) | 0.23(0.01) | 0.29(0.01)
split3 15 0.30(0.01) | 0.26 (0.03) | 0.28(0.01)
split4 15 0.33(0.01) | 0.28(0.01) | 0.30(0.01)

(b) Impact of who is known (“splits”)

Figure 4: Face discovery on the three datasets (a) and fieeediif splits of the Mixture dataset (b) as judged by the
F-measure. We compare our approach (Ours) with an appeacantext baseline (App-Context), and a baseline
clustering only with the region descriptors (No-Contextumbers in parentheses show range over 10 runs. Higher
values are better. Our method outperforms both baselined gases, showing the impact of modeling the co-
occurrence information of surrounding familiar people discovery. *\We take split3 to represent Mixture in (a),
since it roughly corresponds to 25% of the people being known, parallel to the other datasets.

Discovered ]
Face “T
Co-occurring 10 10 E g 13
faces A L{LJA
@

Discovery using social context

Appearance
Only Grouping

(b) Discovery using only appearance

Figure 5: Face discovery examples. (a) The first row showeeseptative faces of the dominant person for a
discovered face, with their respective co-occurring fdmdew. The second row faces belong to a known person—
their social context helps to group the diverse faces of #imeesperson in the first row. The numbers indicate the
ground-truth face ID. (b) Limitations of appearance-bagesliping. The images show representative faces of the
dominant person for a discovered face using only appear@ateres. Notice the limited variability in pose and
expression of each grouped person, as compared to our diggnin (a).

those people appearing in only one or two photos in the dalecThus, meaningful models
cannot be learned, which results in unreliable social carttescriptors. Although this is a
failure mode of our method, it is reasonable to assume tleainbst frequently appearing
people, as opposed to those that seldom appear, would bkelgggged. In future work, we
would like to consider how the system could even suggestiwlaices a user should tag as
initially familiar, so as to maximize discovery performanc

Figure5 (a) shows qualitative results. The representative facesol discovered per-
son exhibit a wide range of pose and/or illumination vaoiasi, and would not have been
grouped if only facial appearance were considered. By &giag the context from familiar
people, we successfully group faces belonging to the sansempeln contrast, when forming
groups using only appearance cues, the discovered facistdirhited variability in pose or
expression (see Figute(b)). We show the impact of these differences on predictiogeh
tags with the discovered face models at the end of this sectio

Familiar/unfamiliar predictions We next evaluate how accurately we predict novel in-
stances to be familiar or unfamiliar. For this, we computecigion-recall curves, treating
the known instances as positive and the unknowns as neg&teeFigurés. Our choice of
the known/unknown cutoff point (indicated by the red stegds to accurate classification
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Figure 6: Precision-recall curves showing the known/umkmestimates.

Mixture splitl Mixture split2
Ours | No-Context | App-Context || Ours | No-Context | App-Context
k=10 0.22 0.23 0.29 0.28 0.16 0.20
k=20 0.30 0.17 0.25 0.21 0.14 0.16
k=30 0.27 0.18 0.24 0.19 0.12 0.16
Mixture split3 Mixture split4
Ours | No-Context | App-Context || Ours | No-Context | App-Context
k=10 0.25 0.18 0.22 0.22 0.18 0.21
k=20 0.22 0.17 0.20 0.22 0.14 0.19
k=30 0.22 0.14 0.17 0.18 0.10 0.13

Table 1: Face prediction on novel images with discoveredsan the Mixture dataset, as measured by classificatior
accuracy. Note that the number of discovered clustkeiis,equivalent to the cost of human tagging effort required
to map the discovered faces to predictive models. The mdekmised from faces discovered using social context
generalize better than the baselines on novel face insgtafdee results show that our approach can serve to sav
human tagging effort.

for the true knowns (among the ones we determine to be knotuieacost of including
some of them in the pool of unknowns. This result is espacielevant for the face tagging
scenario, since the system should provide the user with e wadiety of unfamiliar (i.e.,
untagged) people to tag.

While we fix the selection criterion to make all known/unkmodecisions in Figuré,
in order to further test our method’s robustness to thosdigiiens we measure discovery
accuracy while varying the entropy cutoff value. When sgtthe maximum entropy value
at which a face is unknown d@s= {0.2,0.3,...,0.6}, we observe consistent improvement
(0.01 to 0.09 points) over the baselines.

Face recognition in novel images Finally, we evaluate how our discovered faces can b
used to predict tags in novel photos. This experiment sitaslan interactive face-tagging
application, where the user is presented a cluster of fdwsthe system discovers, and
the human tags it with the appropriate name. The system @emattomatically tag other
instances of that person given new images (for example, Wieenser uploads new batches
of photos to her online photo collection). For this task, vge the Mixture dataset since it
has a more balanced distribution in frequency counts of lganphe data, providing a better
testbed to evaluate prediction accuracy. The Wang dataaetsheavy-tailed distributions in
which a handful of people occur very frequently while the aémng people appear in only
a few photos.

We classify the unknown instances in a third subset of thegér@ata that is disjoint
from both the subset on which we learned the initial famitiaople models and the subset
on which we performed discovery. There are 510, 600, 115@,1843 test instances for
each split (1-4), respectively.

We train one-vs-one SVM classifiers for the discovered fasisg the appearance de-
scriptors. We label each discovered face cluster with it@ritg instance ground-truth tag.
For this experiment, we vary the number of face cluskelst the system discovers in order
to analyze the tradeoff between manual tagging effort acdgmition accuracy.

Table 1 shows the result. For almost &lon each split, we consistently classify novel
instances of discovered people much better than eithetibagthe App-Context baseline
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performs the best on splitk,= 10). This result shows that the models learned from faces
discovered using social context generalize better on rfacelinstances than those learned
from faces discovered using appearance alone, and is @édleat our approach can indeed
serve to save human tagging effort.

5 Conclusions and Future Work

We introduced the idea of social context based discoveryaiwes, and demonstrated the
clear advantages of replacing a traditional appearanseebi@gamework with a learner that
uses the context of familiar faces.

In future work, we will consider how to best add human supovi. The method could
present a summary of each discovery (e.g., the most configgances) to the human, who
would then label it for the system to learn a model for autéenaediction in novel images.
Finally, we want to consider ways in which the groupings carrdvised incrementally as
more data is seen.
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