
© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Advanced multi-AZ resilience 
patterns: Mitigating gray failures

A R C 2 0 1 - R

Michael Haken

Principal Solutions Architect, Strategic Accounts

AWS



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Agenda

• Introduction to gray failures

• Detecting gray failures

• Mitigating AZ gray failures

• Hands-on
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Introduction to 
gray failures
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Differential observability

Observed differently from different perspectives

One system may not see impact at all or may not cross a threshold

Other systems may be disproportionately impacted

Can’t rely on underlying systems to detect and mitigate the failure
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Abstract model
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System versus customer perspective
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Fault isolation boundaries

Region

Availability Zone

Instance/container

Software module or system component
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Gray failure example
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Detecting an AZ 
gray failure
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Detection tools

Amazon CloudWatch 
Contributor Insights

• Visualize metrics from the top-N 
contributors and see the total 
number of unique contributors

• Can find top talkers, bad hosts, 
heaviest network users, or 
resources with the most errors

• Can be used with CloudWatch 
metric math

• Compare logs against rules 
you define

CloudWatch composite alarms

• Monitor the state of other alarms

• Can also monitor other 
composite alarms

• Simple logic alarm expressions, 
AND, OR, NOT

(

ALARM("CPUUtilizationTooHigh") 

OR

ALARM("DiskReadOpsTooHigh")

) 

AND OK("NetworkOutTooHigh")
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Detecting a gray failure impacting a single AZ

Controller: Home

Action: Index

AZ ID: use1-az1

Threshold: Availability < 99.9%

az1-availability

ALARM(A) OR ALARM(B)

Controller: Products

Action: List

AZ ID: use1-az1

Threshold: Availability < 99.9%

Controller: Home

Action: Index

AZ ID: use1-az1

Threshold: Latency > 100ms

az1-latency

ALARM(A) OR ALARM(B)

Controller: Products

Action: List

AZ ID: use1-az1

Threshold: Latency > 150ms

use1-az1-impact

(ALARM(az1-availability) OR ALARM(az1-latency)) AND NOT

(ALARM(az2-availability) OR ALARM(az2-latency) 

OR

ALARM(az3-availability) OR ALARM(az3-latency))

not-single-instance-use1-az1

INSIGHT_RULE_METRIC(“5xx-errors-use1-az1”, 

“UniqueContributors”) >= 2

use1-az1-isolated-impact

ALARM(use1-az1-impact) AND ALARM(not-

single-instance-use1-az1)
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Mitigating AZ 
gray failures
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When a gray failure happens 

3. If you have a multi-Region DR plan, 
failover to another Region

2. If the impairment just affects a single AZ, 
evacuate the AZ

1. You can wait out the impairment
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Control planes and data planes

Control plane

• Create, read/describe, update, 
delete, list resources (CRUDL)

• Complex

• Lower volume

Data plane

• The day-to-day business of 
the resource

• Simpler

• Higher volume
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Workshop architecture
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Availability Zone

AZ evacuation pattern 1 – Data plane

Network Load 

Balancer

Network Load 

Balancer
Network Load 

Balancer

www.example.com

Instances Instances Instances

Amazon Aurora

use1-az1.example.com use1-az2.example.com use1-az3.example.com

us-east-1a.load-balancer-

name.elb.us-east-

1.amazonaws.com

us-east-1c.load-balancer-

name.elb.us-east-

1.amazonaws.com

us-east-1b.load-balancer-

name.elb.us-east-

1.amazonaws.com

Amazon API Gateway

Amazon DynamoDB

AZ-ID Healthy

use1-az1
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Availability Zone

AZ evacuation pattern 2 – Control plane
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Gray failure mitigation summary

• Detect scope of impact to know what fault container 
to weight away from

• Create simple, reliable mechanisms; focus on data 
planes when possible

• Utilize automation and runbooks

• Practice your weight away mechanisms regularly
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Workshop agenda

• Lab 1: Review operational metrics dashboard

• Lab 2: Simulate failure

• Lab 3: Mitigate impact part 1

• Lab 4: Mitigate impact part 2

• Lab 5: Recover
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Getting started with this workshop

• As a participant, you will have access to an AWS account with any optional pre-
provisioned infrastructure and AWS Identity and Access Management (IAM) policies 
needed to complete this workshop

• The AWS account will only be available for the duration of this workshop; you will 
lose access to the account thereafter

• The optional preprovisioned infrastructure will be deployed to a specific Region; 
check your workshop content to determine whether other Regions will be used

• Be sure to review the terms and conditions of the event; do not upload any personal 
or confidential information in the account
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Step 1: Sign in via your preferred method

https://catalog.us-east-1.prod.workshops.aws/join

https://catalog.us-east-1.prod.workshops.aws/join
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Step 2: Enter event access code

Enter 12-digit event access code 

If you were given a one-click join link, you can skip this step
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Step 3: Review terms and join event
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Step 4: Access AWS account

Access the AWS Management Console, or generate AWS CLI credentials as needed 
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Step 5: Get started with the workshop
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Additional resources

https://docs.aws.amazon.com/whitepapers/latest/advanced-multi-az-resilience-

patterns/advanced-multi-az-resilience-patterns.html

Advanced Multi-AZ Resilience Patterns whitepaper

https://aws.amazon.com/blogs/networking-and-content-delivery/creating-disaster-

recovery-mechanisms-using-amazon-route-53/

Creating Disaster Recovery Mechanisms Using Amazon Route 53

https://aws.amazon.com/blogs/aws/amazon-route-53-application-recovery-

controller/

Introducing Amazon Route 53 Application Recovery Controller

https://docs.aws.amazon.com/whitepapers/latest/advanced-multi-az-resilience-patterns/advanced-multi-az-resilience-patterns.html
https://aws.amazon.com/blogs/networking-and-content-delivery/creating-disaster-recovery-mechanisms-using-amazon-route-53/
https://aws.amazon.com/blogs/aws/amazon-route-53-application-recovery-controller/
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Thank you!

Please complete the session 
survey in the mobile app

Michael Haken

mhaken@amazon.com


