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Abstract

We investigate the economic consequences of statistical learning for arbitrage
pricing in a high-dimensional setting. Arbitrageurs learn about alphas from historical
data. When alphas are weak and rare, estimation errors hinder arbitrageurs—even
those employing optimal machine learning techniques—from fully exploiting all true
pricing errors. This statistical limit to arbitrage widens the equilibrium bounds
of alphas beyond what traditional arbitrage pricing theory predicts, leading to a
significant divergence between the feasible Sharpe ratio achievable by arbitrageurs and

the unattainable theoretical maximum under perfect knowledge of alphas.
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1 Introduction

Full-information rational expectations models assume that economic agents have perfect
knowledge of the functional form and parameters of the data-generating process (DGP),
thereby bypassing the statistical challenges real-world agents encounter when estimating the
law of motion. While this assumption might be reasonable in a low-dimensional environment
with ample data for learning, many economic settings are more realistically high-dimensional,
with an unknown DGP and limited data. This raises important questions: How should
agents optimally learn in such environments, and what are the implications for equilibrium
outcomes? In this paper, we explore these questions in the context of asset market arbitrage.

The absence of near-arbitrage opportunities is a fundamental principle in most asset
pricing theories, including the Arbitrage Pricing Theory (APT). These theories implicitly
assume that if investment opportunities with exceptionally high reward-to-risk ratios were
to exist, they would attract arbitrageurs. Armed with knowledge of the functional form
and the parameters governing the DGP of returns, these arbitrageurs would exploit and, in
turn, eliminate such opportunities. In reality, however, sophisticated investors seeking near-
arbitrage opportunities lack perfect knowledge of the true functional form and parameters.
Instead, they rely on statistical analysis to infer the existence of such opportunities from
historical data, introducing statistical uncertainty. In some cases, such as derivatives pricing,
this uncertainty may be small enough that it does not significantly hinder arbitrage activity.
However, in noisier, high-dimensional settings like the cross-section of stock returns, statistical
uncertainty can be substantial, imposing a meaningful limit on arbitrage.

To analyze the effects of arbitrageur learning, we consider a setting in which returns
follow a statistical linear factor model. Near-arbitrage opportunities take the form of factor-
neutral trading strategies with high Sharpe ratios. Exploiting these opportunities requires
arbitrageurs to have knowledge of factor model alphas, which they must learn from historical
return data. We derive the optimal Sharpe ratio achievable by any feasible arbitrage trading
strategy, which is strictly dominated by the infeasible optimal Sharpe ratio that arbitrageurs
could achieve if they were endowed with perfect knowledge of alphas. This, in turn, provides
a new no-feasible-near-arbitrage bound on the Sharpe ratio that accounts for the statistical
limit to arbitrage.

The difficulty of the learning problem depends on the DGP of alpha signals. While our
theory does not generally rely on specific cross-sectional distributions of alpha signals, we use
simple special cases to illustrate how the optimal Sharpe ratio varies with the strength and
sparsity of alphas. When alphas are strong and not too rare relative to the dimensionality of

the cross-section and the sample size, arbitrageurs can, in the limit, perfectly learn the distri-



bution of alpha. However, when alphas are weaker and more rare, inferring their distribution
becomes more challenging, creating a gap between the optimal feasible Sharpe ratio and the
infeasible Sharpe ratio that requires perfect knowledge of alphas. For instance, the infeasible
Sharpe ratio may explode asymptotically, while the feasible Sharpe ratio remains bounded.

The existence of this statistical limit to arbitrage implies that the range within which mis-
pricing can survive in equilibrium is broader compared to a scenario where arbitrageurs have
full knowledge of the DGP and its parameters. Mispricing can survive because it is obscured
by statistical uncertainty. Empirically, it is the feasible Sharpe ratio—mot the unattainable,
infeasible one—that reveals the minimum reward-to-risk compensation arbitrageurs require.

We further demonstrate how arbitrageurs can construct a feasible trading strategy that
achieves the theoretically optimal feasible Sharpe ratio, uniformly over DGPs of alphas, re-
gardless of the strength and sparsity of alphas. This means that the feasible Sharpe ratio
bound is in fact sharp. A uniformly valid trading strategy is desirable because, in practice,
arbitrageurs do not know which DGP accurately represents the observed data. The opti-
mal strategy involves estimating the empirical distribution of alpha signals and assigning
portfolio weights based on the relative magnitudes and associated uncertainty of the alpha
estimates. Assets with high alpha ¢-statistics receive portfolio weights proportional to their
signal strength. Although weaker alphas are more difficult to exploit, ignoring them would
lead to a suboptimal strategy. Instead, the optimal approach constructs portfolio weights for
weak signals by locally smoothing alpha signals cross-sectionally.

To empirically contrast feasible and infeasible Sharpe ratios, we propose an estimator of
the infeasible Sharpe ratio that a hypothetical arbitrageur endowed with perfect knowledge
of DGP parameters would perceive. While this Sharpe ratio can be estimated consistently, it
cannot be achieved by any feasible portfolio with weights constructed using historical data.
The infeasible Sharpe ratio often serves as the foundation for tests of the APT, see, e.g.,
Gibbons et al. (1989), Gagliardini et al. (2016), Fan et al. (2015), and Pesaran and Yamagata
(2017). While these tests are powerful and can lead to the discovery of alpha signals, they are
not relevant for arbitrageurs limited to feasible trading strategies. Our effort in constructing
the optimal feasible arbitrage portfolio and evaluating its economic performance directly
responds to Shanken’s call to empirically assess the APT by “characterizing the investment
opportunities that are available as a consequence of the observed expected return deviation”
and “examining the extent to which we can approximate an arbitrage with existing assets”
(Shanken, 1992). Here we do so taking into account the statistical limits to arbitrage.

Under certain conditions, the optimal feasible arbitrage strategy can be approximated us-
ing alternative approaches such as multiple testing, shrinkage, and selection applied to alphas

estimated from cross-sectional regressions. These alternative approaches are used widely by



empirical asset pricing researchers and practitioners, making it valuable to understand how
closely they approximate the optimal feasible strategy. A multiple-testing procedure as in
Benjamini and Hochberg (1995) (BH) seeks to prevent false alpha discoveries by applying a
p-value threshold that controls the false discovery rate (FDR), setting alphas that do not pass
this threshold to zero. The BH procedure achieves optimal performance only when a small
number of true alpha signals are strong; otherwise, it tends to be overly conservative, falling
short of optimality. Applying ridge-style shrinkage to portfolio weights yields a portfolio that
is equivalent to one constructed with alpha estimates from plain cross-sectional regressions
without shrinkage. This approach can achieve optimality when almost all true alphas are ei-
ther uniformly strong or uniformly weak. Lasso-based selection aims to balance the strengths
of the two previous methods, yielding a portfolio that closely approaches the theoretically
optimal feasible Sharpe ratio, provided an optimal tuning parameter is chosen.

Finally, we demonstrate the empirical implications of the statistical limits of arbitrage by
examining monthly equity returns in US stock market from 1965 to 2020. Our empirical analy-
sis has two parts. In the first part, we examine individual stock returns. We construct a multi-
factor model that uses observed stock characteristics as risk exposures. The characteristics
include 16 commonly used return predictors and 11 industry indicators. These characteristics
and industry dummies capture similar equity factors in the MSCI Barra model widely-used
among practitioners. In the second part, we analyze returns on 1,273 characteristics-sorted
portfolios and 49 industry portfolios, for which we construct latent factor models via singular
value decomposition, following Giglio and Xiu (2021). Data on characteristics and portfolio
returns in our empirical analysis is from Chen and Zimmermann (2020).

For individual stocks, we estimate alphas as the averaged residuals in cross-sectional re-
gressions of stock returns on characteristics in 60-month rolling windows. The cross-sectional
R%s are relatively low, averaging around 8% over our sample period. This suggests that
learning alphas from realized returns is difficult, as the alphas are obscured by large amounts
of noise. Accordingly, only 7.58% and 1.12% of individual stocks’ alpha estimates have ¢-
statistics greater than 2.0 and 3.0, respectively, in absolute values. Even without accounting
for multiple testing, these estimates indicate that non-zero alphas are both rare and weak.

One may be concerned that these results may overstate the difficulty of learning alphas
because they use only realized returns as the only signal of alpha. Our analysis of portfolio
returns addresses these concerns. The large number of characteristics used to construct these
portfolios can be interpreted as signals of alphas, and the portfolios as managed investment
strategies that exploit the information in these signals. Although a latent factor model ac-

counts for a larger portion (around 35%) of the cross-sectional variation in realized portfolio

1See openassetpricing.com (Stock-level Signal Datasets August 2023 Release).
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returns than the factor model for individual stock returns, we find that portfolio alphas still
exhibit notable rarity and weakness. This is particularly evident once we adjust for publica-
tion years, ensuring that portfolios are considered only after their sorting characteristics were
published in the previous years.

We then find, across both individual stocks and portfolios and using various methods, that
the optimal feasible arbitrage portfolios yield moderately low annualized Sharpe ratios below
0.7. In contrast, the infeasible Sharpe ratios are considerably higher, averaging more than 4.8
and reaching as high as 16 in some sample periods for individual stocks, and ranging from 5
to 20 for portfolios. These infeasible Sharpe ratios represent what arbitrageurs could achieve
with perfect knowledge of the DGP parameters. The large gap between feasible and infeasible
Sharpe ratios highlights the empirical significance of the statistical limits to arbitrage. When
these statistical limits to arbitrage are taken into account, the empirical facts are in line with
the implication of the APT that near-arbitrage opportunities should be absent.

Our paper builds on a large literature on the arbitrage pricing theory (APT) developed
by Ross (1976) and later refined by Huberman (1982), Chamberlain and Rothschild (1983),
and Ingersoll (1984). As in these foundational studies, we employ asymptotic arguments
that avoid imposing strong structural assumptions about the economy. The results of this
analysis should be interpreted as an asymptotic approximation for a more realistic setting
with a finite number of assets. The key point is that weak economic restrictions rule out
Sharpe ratios far above the Sharpe ratios of diversified factor portfolios. Different from earlier
work on the APT, we show in this paper that the statistical limit to arbitrage dramatically
widens this Sharpe ratio bound compared with an economy in which arbitrageurs are endowed
with perfect knowledge of DGP parameters. In this regard, our paper is also related to the
literature on the limits of arbitrage reviewed in Gromb and Vayanos (2010). Complementary
to this literature, the arbitrage limit in our setting stems from statistical uncertainty, rather
than from risk, costs, frictions, and other constraints faced by arbitrageurs.

Our paper provides a solution to a long standing problem in optimal portfolio choice under
parameter uncertainty. Historically, the plug-in mean-variance portfolio, which is based on
sample means and covariance matrices, has been criticized for underperforming. Assuming
normally distributed returns, Kan and Zhou (2007) study the expected performance of this
portfolio and observe that its Sharpe ratio is below its theoretical value. Further studies by Tu
and Zhou (2010) and Kan et al. (2022) expand their analysis by exploring alternative portfolio
rules that aim to minimize utility loss under estimation uncertainty. However, these studies
only identify optimal solutions within a predetermined class of strategies, which does not
reflect the flexibility investors have in practice to choose any perceived superior strategy. In

contrast, our study identifies an upper bound for all feasible Sharpe ratios without imposing



restrictions on the choice of strategies. Our analytical framework is primarily concerned with
arbitrage portfolios, but our results are broadly applicable to optimal portfolios in general,
thus providing a solution to this classic problem.

A closely related paper to ours is Kim et al. (2020), which proposes a characteristics-
based factor model to construct feasible arbitrage portfolios. Their asymptotic theory does
not preclude arbitrage opportunities with a theoretically infinite Sharpe ratio, which implies a
rather strong signal-to-noise ratio in their alpha signals. Our setting is considerably different
in that the premise of our framework rules out infinite feasible Sharpe ratios, which enforces
weak and rare signals. In our setting, alphas cannot possibly be recovered with certainty
even when the sample size is large.”

Our paper also contributes to the evolving literature on applications of statistical and
machine learning in asset pricing, and in particular on the topic of testing the APT, e.g.,
Gibbons et al. (1989), Gagliardini et al. (2016), and Fan et al. (2015), as well as on testing
for alphas, e.g., Barras et al. (2010), Harvey and Liu (2020), and Giglio et al. (2021). The
first literature focuses on testing a null that all alphas are equal to zero. This is certainly an
interesting null hypothesis. However, as we emphasize in this paper, an economically sensible
interpretation of the APT should allow for statistical limits to arbitrage. This means that
the APT does allow for non-zero alphas as long as they do not induce an explosive feasible
Sharpe ratio. The second literature focuses on detecting strong alphas, applying multiple
testing methods, such as the BH method, or extensions thereof, to control the FDR. In
contrast, we allow for rare and weak alpha signals such that any procedure aiming to control
the FDR is too conservative with too few or no discoveries.” Our objective here is not on
model testing or signal detection. Rather, we strive for the optimal economic performance of
arbitrage portfolios. We show that even if signals were so weak that they are undetectable
by multiple testing methods, they may lead to a portfolio with a considerable Sharpe ratio.

In macroeconomics and finance, rational expectation models in which decision makers
are not confronted with statistical uncertainty about the structure of the economy have
attracted criticism (Hansen, 2007). Bayesian learning is one way to expose model decision
makers to statistical uncertainty. Pastor and Veronesi (2009) survey the literature on learning
in financial markets. In many settings, e.g., Collin-Dufresne et al. (2016), learning can be

sufficiently slow such that its effects persist in empirically realistic sample sizes, even though

20n the empirical side, Guijarro-Ordonez et al. (2022) propose a deep learning approach to statistical
arbitrage that achieves a sizable out-of-sample Sharpe ratio. The profits of their trading strategy stem from
generalized return reversals at daily to weekly frequencies, potentially due to liquidity provision and other
microstructure channels. Our empirical analysis is not targeted towards characterizing the reward-to-risk
ratios for high frequency traders, nor for traders that turnover a large portion of their portfolios daily.

3Donoho and Jin (2004) adopt the so-called higher criticism approach, dating back to Tukey (1976), to
detect rare and weak signals in a stylized multiple testing problem.



convergence to rational expectations takes place in the long-run. An exception is Martin
and Nagel (2021) where learning effects persist because investors face a high-dimensional
inference problem about the process generating firm cash flows. Similarly, arbitrageurs in our
model attempt to make inference on a high-dimensional parameter vector with a potentially
insufficient sample size, but they learn about returns, not firms’ underlying cash flows. We
examine different sequences of DGPs and in most scenarios, our learning system does not
converge to a rational expectations limit.*

Our paper is also related to Chen et al. (2021b) and Chen et al. (2021a) in that they
also account for the distinction between beliefs of economic agents and the DGP revealed
by empirical evidence. They model belief distortions as a change of measure in moment
conditions, use statistical measures of divergence relative to rational expectations to bound
the set of subjective probabilities, and seek robust inference with respect to this form of
misspecification. In the spirit of Hansen (2014), we calculate an optimal feasible Sharpe
ratio for arbitrageurs inside the economic model, which differs from the infeasible one as it
appears to an econometrician outside the model. In our setting, the deviation from rational
expectations stems naturally from the statistical obstacles faced by economic agents. A more
subtle but important point is that the outcomes attainable by economic agents embracing
machine learning methods in a high-dimensional environment differ from those that ratio-
nal expectation agents endowed with knowledge of the economy’s structure could achieve
asymptotically.

The literature on portfolio choice through Bayesian and economic decision-theoretical
perspectives is extensive, as outlined in the survey by Avramov and Zhou (2010). Early
works like those by Jorion (1986) and Frost and Savarino (1986) highlight the advantages
of using Bayes-Stein shrinkage solutions. Further contributions in this topic incorporate
informative and economically motivated priors, as in Black and Litterman (1992), Pastor
(2000), and Pastor and Stambaugh (2000). In our context, the optimal portfolio weights
are proportional to the posterior mean of alpha. This resembles the classical normal mean
problem in empirical Bayes, dating back to Robbins (1956), where the unknown parameters
(alphas) are regarded as random draws from some common distribution, and only a noisy
version (realized ex-factor returns) is observed. Our nonparametric approach thereby shares
the same spirit of nonparametric empirical Bayes, see, e.g., Johns (1957), Zhang (1997),
and Brown and Greenshtein (2009). Yet unlike the classical empirical Bayes inference, our
analysis allows for weak and rare alphas as motivated from economic restrictions, and also

considers Sharpe ratios, not only the posterior mean of alphas.

4Qur analysis is related to a large literature in econometrics and statistics that discuss uniform validity of
asymptotic approximations, see, e.g., Staiger and Stock (1997), Imbens and Manski (2004), Leeb and Pétscher
(2005), Andrews et al. (2020).



Our paper proceeds as follows. Section 2 develops our main result on the statistical limit
to arbitrage. Specifically, Section 2.1 sets up the model, Section 2.2 motivates and then
defines the feasibility constraint facing arbitrageurs, Sections 2.3 - 2.4 specify arbitrageurs’
decision problem, derive the optimal strategy, illustrate the Bayes correction for alpha, and
demonstrate the gap between feasible and infeasible Sharpe ratios, Section 2.5 constructs
a feasible trading strategy that achieves the bound, Section 2.6 proposes an estimator of
the infeasible Sharpe ratio, and finally Section 2.7 analyzes alternative strategies. Section
3 provides simulation evidence, followed by an empirical analysis in Section 4. Section 5
concludes. The appendix provides additional empirical and theoretical results, as well as all
the technical details.

2 Main Theoretical Results

We start by revisiting the arbitrage pricing theory framework developed by Ross (1976).
This theory is primarily based on a reduced-form statistical model for asset returns, which,
despite its stylized nature, offers significant theoretical insights and remains relevant for

guiding empirical investment decisions.

2.1 Factor Model Setup

The factor economy has N assets in the investment universe. The N x 1 vector of excess

returns r; follows a reduced-form linear factor model:
re = a+ By + Bup + uy, (1)

where 3 is an N x K matrix of factor exposures (with the first column being a vector of 1s),
a is an N x 1 vector of pricing errors, v; is a K X 1 vector of zero-mean factor innovations
with covariance matrix ¥, v is a K x 1 vector of risk premia (first entry corresponding to the
column of 1s is the zero beta rate), and u, is a vector of idiosyncratic returns with a diagonal
covariance matrix ¥, and zero mean conditional on all the variables before time-t.?

We assume at any given time t, arbitrageurs examine a sample of size T, derived from
Equation (1), spanning from ¢ — 7"+ 1 to t. Throughout we will consider asymptotic limits

as N and T increase while K and t are fixed.® To facilitate our asymptotic analysis along

SWhile approximate factor models become more prevalent following Chamberlain and Rothschild (1983),
allowing for off-diagonal entries in the covariance matrix ¥,, would introduce additional statistical obstacles
due to the estimation of large covariance matrix for inference on alpha and for building optimal portfolios.
For simplicity, we illustrate the economic consequences of statistical limits to arbitrage using a strict factor
model. We discuss violations of these model assumptions later.

6 This framework presents a slight deviation from the conventional scenario in which arbitrageurs observe



the cross-sectional dimension, N, we regard high dimensional objects such as «, 3, and 3,
as random variables drawn from some cross-sectional distributions, whereas v and ¥, are
regarded as deterministic parameters. This distinction is made because v and X, serve as
nuisance parameters in our analysis and their dimensions remain fixed. We assume that «
has mean zero, and is cross-sectionally independent of 5. These conditions are essential for
identification of v in a model that allows for pricing errors. We formalize these conditions
below.

To allow for a more general DGP, we may consider a conditional version of (1):
T =y 1+ Bi1v-1 + Bro1vr + g, (2)

where (; is a vector of time-varying factor loadings and ~; is a vector of time-varying risk
premia.” Despite the conditional model’s greater generality, it does not provide additional
economic insights in our analysis of the theoretical limits of arbitrage, compared with the
unconditional model. While our primary theoretical findings, such as those provided in
Theorems 1 and 2, remain applicable when 3 is substituted with [3;, we concentrate, for
clarity, on the more stylized model (1) to illustrate our theory.

There are at least three variations of the factor model, depending on what econometricians
assume to be observable. The most common setup in the academic finance literature imposes
that factors are observable as, e.g., in Fama and French (1993).% The second setting, which
has gained more popularity recently since its debut in Connor and Korajezyk (1986), assumes
that factors are latent. The third setting, arguably most prevalent among practitioners, is
the MSCI Barra model originally proposed by Rosenberg (1974), where factor exposures are
equal to stock characteristics and hence observable.” One notable advantage of this model is
that it sidesteps the statistically and computationally demanding task of estimating a large
number of potentially time-varying stock-level factor exposures. In our empirical work, we

prefer to use the MSCI Barra model for its practicality in analyzing individual stock returns,

a sample spanning ¢t = 1,...,T and make their investment decision at time T + 1. Essentially, our approach
highlights the continuous process of making investment decisions, rather than conceiving these decisions as
occurring at a single, distant future point, 7. That said, this conceptual difference does not result in any
tangible difference in our theoretical and empirical results.

"This model is overly parametrized that parameters are not identifiable without additional restrictions.
Some examples of parsimonious conditional factor models include Connor et al. (2012), Gagliardini et al.
(2016), and Kelly et al. (2019).

8This is different from saying factor innovations, v;, are observable. The setting of observable factors
typically involves another equation that f; = u + v, where p are the population means of the observed
factors f;, which are not necessarily identical to the factor risk premia, . Since p is an unknown parameter,
v 1s still not observable.

9See Kozak and Nagel (2023) on the conditions on factor construction and return covariance matrix that
must hold for characteristics to equal factor loadings.



adhering to (2) but with a constant alpha.!’

The constant alpha assumption in our theoretical analysis may seem restrictive. In prac-
tice, arbitrageurs may make use of trading signals that capture time-variation in individual
stock’s alphas. Our framework can in fact easily accommodate this if we assume that (2)
holds with a; = ¢, and B; = ¢ for certain characteristics ¢; that represent arbitrageurs’

signals, then projecting returns onto lagged characteristics results in:
(cl_icia) ey = a4 By +v) + () el u. (3)

This transformation converts a conditional model for individual stocks with time-varying
alphas into an unconditional latent factor model for managed portfolios, (c¢]_jc;—1)~te] 7y,
with constant alphas as in (1). Thus, via these managed portfolios, our theoretical frame-
work also applies to a setting in which arbitrageurs make use of signals about time-varying
individual stock alphas. Empirically, we therefore also examine returns on portfolios formed

on a large number of stock characteristics, in addition to the individual stock analysis.

2.2 Feasible Near-Arbitrage Opportunities

Building upon the insight of Ross (1976), Huberman (1982) and Ingersoll (1984) established

the concept of near-arbitrage, which can be formalized in a more general setting as below:

Definition 1. A portfolio strategy w at time t is said to generate a near-arbitrage under
a sequence of data-generating processes, such as (1), defined in a filtered probability space

(Q, F, {Fs}s<t, P), where F; contains information generated by o, B, {rs, vs, us}s<t, if it sat-

1

isfies w € Fy, and along some diverging subsequence,'* with probability approaching one,

Var(wTreq|Fr) = 0, E(wTryq|F) >0 > 0.

Intuitively, no near-arbitrage means there exists no sequence of portfolios that earn posi-
tive expected returns with vanishing risks. Ingersoll (1984) established that a sufficient and

necessary condition for the absence of near-arbitrage is that'?

S* = /aT¥ta Sp 1. (4)

O Empirically, we use a moving window method for alpha estimation, which effectively allows alphas to
vary slowly over time.

1We adopt the same subsequence definition as that used in Ingersoll (1984). The subsequence typically
depends on the count of investment opportunities, i.e., N, though we do not need make this explicit in this
definition. For simplicity of notation and without ambiguity, we omit the dependence of w on N and t.

12We use the notation a < b to denote a < Cb for some constant C' > 0, a Sp b to denote a = Op(b), a = b
if a <band b < a, and use a ~p b accordingly. Throughout, ¢y represent some sequence vanishing with N.

10



Here, S™* is the theoretically optimal Sharpe ratio arbitrageurs can achieve in this economy us-
ing a portfolio strategy that has zero exposure to factor risks, namely, a “statistical arbitrage”
strategy in the jargon of practitioners. This result suggests that moderate mispricing in the
form of nonzero alphas is permitted in an economy without near-arbitrage opportunities, but
there cannot be too many alphas that are too large, to the extent that S* explodes.™

To achieve this optimal Sharpe ratio, arbitrageurs should hold a factor-neutral portfolio
with weights given by w* oc ¥ ', according to Ingersoll (1984).'" His analysis assumes
that arbitrageurs know the true (population) parameters: o and . In reality, however, the
true parameters are unknown to arbitrageurs as they only have a finite sample of data to
learn about these parameters. The consequences of such parameter uncertainty can be minor
in some contexts if the true parameters are revealed asymptotically and model predictions
converge to those of a rational expectations model in which agents are endowed with perfect
knowledge of parameters. Fundamentally, this requires that the learning problem in the
limiting experiment becomes increasingly simpler as the sample size increases.

In the current context, the difficulty of the learning problem also hinges on the number
of investment opportunities, N. As N increases, for a given sample size T, it becomes
increasingly difficult for arbitrageurs to determine which assets truly have nonzero alphas.
If the learning problem remains difficult as N and T increase, the learning effect persists,
which could lead to limiting implications that differ from the rational expectation case. In
our setting, it turns out that the rational expectation limit S* is only relevant for rather
restrictive scenarios. In more realistic settings, e.g., N is much larger than 7', the optimal
Sharpe ratio arbitrageurs can achieve without factor exposures is far smaller than S* because
of their inability to make error-free inference. Therefore, the condition (4) could be excessively
restrictive in such scenarios.

To illustrate this intuition, we consider a simple and specific example.

Example 1. Suppose the cross-section of alphas is drawn from the following distribution:

13 Assuming o; is 7.i.d. and Apax () Sp 1, by equation (4), we have aTa Sp aTApin (25 Da Sp T2 ta <p
1, so that E(a?) = o(1) by the law of large numbers.

10 Ingersoll (1984), «v is defined to be the cross-sectional projection of the expected returns onto 3 in the
population model, such that aT¥; 13 = 0. As a result, his arbitrage portfolio weights are factor neutral, i.e.,
w*TB = 0 by construction. In contrast, our paper sets forth a predetermined DGP as specified in (1), where
« is modeled as a random variable with the property E(aTf8) = 0. Consequently, the factor-neutral optimal
strategy derived in Theorem 1 and illustrated by (10) does not exactly align with the formula presented by
Ingersoll (1984). Under our DGP assumptions, Ingersoll’s portfolio weights are not strictly factor-neutral.
Nonetheless, we can show that our optimal portfolio weights remain factor-neutral, and achieve the same
Sharpe ratio S* asymptotically as IV increases.

11



1 with prob. p/2
a; ~ 8 —p  with prob. p/2 , 1<i<N, (5)
0 with prob. 1 —p

where > 0 and 0 < p < 1, and they potentially vary with N and T. In addition, we also

assume B =0, ¥, = o?ly, for some o > 0. Consequently, equation (1) becomes ry = a + uy.

In this example, p dictates the strength of alphas, p describes how rare alphas are, whereas
o is a nuisance parameter. By modeling parameters y and p as functions of the sample size and
dimension of the investment set, we introduce greater flexibility in depicting the challenges
arbitrageurs encounter in finite sample situations.'® To emphasize the role of signal strength
and count, we impose in this example that all assets share the same alpha distribution and
the same idiosyncratic variance.

Now suppose, more specifically, that the magnitude of (u, p) satisfies
p~TY? and p~ N7YV2 (6)

This condition (6) implies that the signal strength p vanishes as the sample size increases
(T — oo) and the signal percentage count p decays as the investment universe expands
(N — o0). This setup is used to approximate a situation in which only a small portion of
assets have a nonzero and small alpha. On the other hand, ¢ is assumed to be fixed, since
in reality idiosyncratic risks never vanish, whereas alphas can be small due to competition
among arbitrageurs. This model resides in an uncommon territory in the existing literature
of asset pricing: weak and rare alphas. In fact, the classical no-near-arbitrage condition
(4) imposes, implicitly, weakness or rareness on alphas; otherwise, if alphas were strong and
dense, aTa would explode rather rapidly. Even in the current setting, in light of the fact
that E(aTa) = pu?N, we still have aTa — oo as long as NY/2/T — co. In other words, a
near-arbitrage opportunity arises according to (4), with a strategy w = 02

However, statistical uncertainty prevents arbitrageurs from having this “free lunch.” In
general, it is only possible to recover any element of alpha up to some estimation error of
magnitude 7-1/2.16 Since, by design, the true alpha is of the same order of magnitude as its

level of statistical uncertainty, i.e., =~ T~'/2, it is impossible for arbitrageurs to determine

15 Adopting a drifting sequence for parameters is a common trick in econometrics to provide more accurate
finite sample approximations. As Bekker (1994) put, “in evaluating the results, it is important to keep in mind
that the parameter sequence is designed to make the asymptotic distribution fit the finite sample distribution
better. It is completely irrelevant whether or not further sampling will lead to samples conforming to this
sequence or not.”

16Giglio et al. (2021) develop the asymptotic normality result for alpha estimates via a Fama-MacBeth
procedure in various scenarios, in which factors are (partially) observable or latent whereas 8 is unknown.
The CLTs in these scenarios share the same form: for any 1 <7 < N,
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precisely which assets among all have nonzero alpha.
For illustration purpose, suppose that arbitrageurs adopt the strategy @w = o 2a,'" re-
placing o in w with @ = 7 = o + 4.'® Out of sample, this portfolio’s conditional expected

return and conditional variance can be written as:

E (0_2 (a+a)" (a+ ut+1)|]-"t) =0 %(aTa+ '),
Var (072 (a4 @) (o + w1)|F) = 0 (0T + 2aTa + @'a),

where u;,1 denotes a future de-meaned return at ¢ + 1, that shares the same distribution
as {us}s<t, but is independent of @ which belongs to the information set up to ¢, 7. The

resulting squared conditional Sharpe ratio is given by:

—4 = 2
o HaTa+uTa) <o T 50, (8)

S2 =
o 2(aTa + 2aTa + atu) ~

where we use the fact that uTu ~p N/T when w,; is i.i.d.. In other words, this portfolio
achieves a Sharpe ratio equal to zero asymptotically.

Is there a superior trading strategy capable of maintaining a non-vanishing Sharpe ratio?
The straightforward answer is no. Our discussion below will elucidate that, within this
context, namely, (6) holds true, the highest achievable Sharpe ratio for all feasible trading

strategies employed by arbitrageurs, represented as SOFT

, vanishes asymptotically as N, T —
0o. Conversely, the infeasible optimal Sharpe ratio, denoted S*, diverges under the condition
that N'/2/T — co. There is a vast disparity, as shown by this example, between SOFT and
S*.

The difference between feasible and infeasible strategies is primarily driven by the infor-
mation set accessible to arbitrageurs when they implement their trading strategies. In this
example, the infeasible strategy assumes that arbitrageurs have access to a comprehensive
information set, J;, that encompasses the knowledge of . This knowledge proves to be
extremely valuable when « is both rare and weak, which creates significant gap between this
strategy and others that lack access to such information.

To clarify, we formalize the definitions as follows:

VT(@; — o) ~5 N(0,02(1 +77(S0) 1)), (7)

where o is the ith entry of 3. In the case that 3 is observable (but factors are not), we can show that the
CLT has a similar form except that the scalar (1 4+~T(3,)~!v) disappears.
"The knowledge of ¢ is ultimately inconsequential for our purposes, as we will demonstrate subsequently
for a more general setting. Despite o being known, this strategy fails to yield any positive Sharpe ratio.
8For any time series of random vector a;, we use @ to denote its sample average. As we will point out later
in the paper, this strategy @, which we will denote by @SR, fails to achieve the optimal Sharpe ratio in all
scenarios. We will discuss the optimal strategy in Section 2.5.
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Definition 2. A strategy is deemed feasible when it relies solely on observable data, in stark
contrast to an infeasible strategy that presupposes complete knowledge of the DGP, encapsu-
lated by the full information set, F;.

Recognizing the distinction between feasible and infeasible strategies, we proceed to in-
vestigate the maximum Sharpe ratio attainable by feasible strategies. This exploration ne-

cessitates defining the decision-making problem faced by arbitrageurs, which we turn to next.

2.3 Arbitrageurs’ Decision Problem and Feasible Sharpe Ratio Bound

In the broader context of the DGP, given by equation (1), the information set F; not only
includes o and {r,}s<; but also other variables such as ¥, 5, and {v;}s<:, alongside unknown
parameters like 3, and . For a strategy to be considered feasible, it must refrain from
leveraging these unknown variables and parameters. This constraint introduces complexity
to the arbitrageurs’ decision-making process by intertwining optimization with statistical
techniques, resulting in solutions that are not uniquely defined.

Recognizing that the disparity in Sharpe ratios between infeasible and feasible strategies
primarily stems from the challenges of learning about «, we seek to navigate this complexity
by considering a broader set of trading strategies. These strategies deliberately exclude re-
liance on information about «, although they may not all be feasible. Given this constraint,
we derive an upper bound for the Sharpe ratio that applies to all such strategies, and by
extension, to all feasible strategies, since they similarly avoid using information on «. How-
ever, this upper bound may not be achievable by a feasible strategy, as the derivation does
not preclude the use of potentially infeasible information on other variables, such as ¥,. In
Section 2.5, we demonstrate that it is indeed possible to attain this upper bound with a well-
crafted feasible trading strategy. Consequently, even without perfect knowledge about other
variables and parameters, arbitrageurs can effectively use statistical inference to estimate
these unknowns, with the statistical error of such estimates diminishing asymptotically. This
highlights that the main hurdle for arbitrageurs is not in learning about factors, volatilities,
or risk premia, but in acquiring knowledge about «.

We are now ready to characterize the decision problem arbitrageurs confront. Operating
under a certain information set, G, a subset of F;, arbitrageurs at time ¢ are tasked with

solving a mean-variance optimization problem expressed as:

W = arg peliax U(w), where U(w)=E (w'ry1|G) — g\/ar (wTre4]G)

and x measures the degree of risk aversion. Our objective is to identify the optimal strategy

subject to the measurability constraint: w € G. Given the necessity for statistical arbitrage
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to be factor-neutral, the strategy w must be orthogonal to 3, with § being predetermined,
ie, fegq.

To streamline the portfolio formation process, we exclude transaction cost considerations,
which yields a static, single-period optimization problem. Thus, we omit subscript ¢ whenever
possible. This approach aligns with the APT framework introduced by Ross (1976), where the
arbitrageurs’ chosen strategy aims to eliminate exposure to systematic factors, concentrating
instead on capitalizing on alphas and balancing idiosyncratic risks. Arbitrageurs’ utility is
modeled as a Bayesian posterior expected loss, a concept discussed in Berger (1985). The

next theorem presents a solution with minimal conditions on G.

Theorem 1. Suppose that r; follows (1) and that B is G-measurable. It holds that

_ 1g <1/~
W = ;ZJWME;W Dol (9)

where & := E(a|G) and £, := E(2,|G) + Var(a|G)."

This result associates the optimal strategy with the posterior summary statistics of «
and >,. Essentially, the choice of the optimal G-measurable strategy is determined by arbi-
trageurs’ best parameter estimates based on their information set, rather than the true values
of the unknown parameters. In the special scenario where G = F;, meaning arbitrageurs pos-
sess complete information up to time ¢, we have @ = «, and iu = Y,. Under these conditions,

the optimal infeasible strategy, denoted by w*, is given by

w* = %251/21\/&2“1/2 s (10)

Moving forward, our attention is directed towards a specific choice of G as generated by

{(re, Bv5,5,) : t =T +1 < s < t}.2% Accordingly, w is assumed associated with this
particular choice by default hereafter.

Next, we examine the investment performance of arbitrageurs’ optimal strategy, w. It

is important to note that in evaluating a strategy, the conditional Sharpe ratio is calcu-

lated based on the comprehensive information set, F;, rather than the arbitrageurs’ specific

information set, G. For any given strategy w, its conditional Sharpe ratio is defined as:

S(w) = E(wTryq|F)/Var(wTry |.7:t)1/2.

My =1— A(ATA)"LAT for any matrix A.

20The nuisance parameters v and ¥, are deterministic constants and, as such, are encompassed within
any information set. Although they are part of G, their presence does not influence the optimal strategy of
arbitrageurs.
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To describe the asymptotic behavior of a strategy, we need to impose assumptions on the

return generating process:
Assumption 1. For each N > 1, the following conditions hold:

(a) (i, u;) isi.i.d. acrossi, and satisfies E(a;|(24)is) = 0 and E||a||3iax = o(1). Moreover,
1t holds that 1 Sp )\mm(Eu) S )\maX(Zu) Sp 1.21

(b) The pricing errors «, factors vy, factor loadings [, and idiosyncratic errors u, are,

conditionally on X, mutually independent.

Condition (a) suggests that the alphas in our model are inherently weak; as the number
of assets, N, increases, their magnitudes diminish.??> Moreover, this condition ensures that
volatilities remain within upper and lower bounds. Condition (a) therefore implies that
learning about alpha is a more arduous task than learning about volatilities. Condition (b)
is imperative for the model’s identification. For instance, assuming independence between «
and [ is key to identify the risk premia, v, see, e.g., Giglio et al. (2022).

Given this assumption, the subsequent theorem illustrates that the optimal strategy w

yields a Sharpe ratio that is nearly at its maximum.

Theorem 2. Suppose that ry follows (1) and that Assumption 1 holds. Let G represent the
information set generated by {(rs, B,vs,5y) 1t =T +1 < s <t}. For any strategy w that is

both G-measurable and factor-neutral, it follows that as N — oo,

S(w) < 5(G) +op(1+5(9)), (11)
where S(G)? = a'S'a, and the equality in (11) holds if w = w. Moreover, the optimal
strategy for arbitrageurs, w, has a simple approximation:

1

W — ;Mﬁzja =op(1+ S(G)). (12)

Accordingly, their optimal utility satisfies \/2cU(w) = S(G) + op(1 + S(G)).

Theorem 2 derives an upper bound, denoted as S(G), on the Sharpe ratio that any G-

measurable strategy can attain. This upper bound also connects with arbitrageurs’ optimal

ZFor a matrix A, we use || Al and ||Ally;ox = max; ; |a;;| to denote the operator norm (or ¢» norm) and
the £, norm of A on the vector space. We use Apin(A) and Apax(A) to denote the minimum and maximum
eigenvalues of A.

2By Assumption 1(a), Var(a;) = E(a?) = o(1). Referencing our earlier discussion (footnote 13), a dimin-
ishing variance in « is essential for precluding near-arbitrage opportunities within Ross” APT framework.
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utility. By the definition of S(G), this upper bound satisfies
E(5(G)*) <E(a'S,'a), (13)

where the equality holds only when o = o almost surely. The right-hand side corresponds to
the infeasible scenario in which arbitrageurs have perfect knowledge of «, which echoes (4).

Furthermore, the result demonstrates that the optimal strategy, as articulated in Theorem
1, can reach this upper bound with a negligible approximation error. In scenarios where S(G)
is finite, that is Op(1), the error term op(1+.5(G)) reduces to op(1) and vanishes in the limit.
The theorem additionally addresses situations where S(G) may diverge. In this case, the
approximation error is reduced to op(S(G)), remaining inconsequentially small relative to
S(G) itself.

Also, Equation (12) offers a more straightforward and intuitive formula for approximating
the optimal feasible strategy, w. Additionally, as a byproduct of Theorem 2, the optimal

infeasible strategy in Equation (10) can also be approximated in a simpler form:

which represents a special case of Equation (12) where G is set as F;. At its core, it is &, the

1
w* — MY tal| = op(1+ S%), (14)
K

posterior estimate of the pricing errors that dictates the optimal Sharpe ratio achievable by
arbitrageurs, rather than the true a. Intuitively, part of the construction in (12), ¥ '@, is the
optimal allocation to the ex-factor returns, o +u; = r; — f(y + v), based on a simple mean-
variance analysis, except for the use of &, because arbitrageurs do not observe true alphas
in the DGP. Pre-multiplying ¥, '& by My simply eliminates the portfolio’s factor exposures,
because (MgX, 'a)Ts = 0.

Theorems 1 and 2 are concerned with factor-neutral strategies, as our main results focus
on the limits of arbitrage. Proposition B1 in our appendix broadens this scope to encompass

any strategy, revealing that any G-measurable strategy, w, adheres to a similar upper limit:
S(w) < (S(G)? +47E17) " + op (1 + 5(G)). (15)

where 7737 1y is the squared optimal Sharpe ratio earned from the factor portfolios.

This result addresses a longstanding challenge in optimal portfolio choice under parameter
uncertainty. Kan and Zhou (2007) examine the expected performance of the plug-in mean-
variance portfolio and find that its Sharpe ratio is smaller than the infeasible Sharpe ratio,
S*. To construct a solution, they consider a limited class of trading strategies that does not

accommodate the broad range of strategies investors might consider in real-world scenarios.
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In contrast, by imposing only mild restrictions on the DGP of returns, equation (15) identifies
an upper bound for all feasible Sharpe ratios without limiting the choice of strategies.

The result in Theorem 2 appears to require that arbitrageurs rely on the information
set G, which embodies perfect knowledge of factors, v;, and their exposures, (3, in addition
to past asset returns, r;. Moreover, arbitrageurs appear to have perfect knowledge of the
covariance matrix of idiosyncratic errors, ¥,. In fact, the upper bound in (15) still holds if
arbitrageurs are endowed with less information, because for any information sets G’ and G
such that G’ C G, we have E(S(G’)?) < E(S(G)?). Since all feasible strategies are measurable
with respect to G, S(G) establishes an upper bound for the Sharpe ratio applicable to this
set of strategies, although it may not be sharp. In light of this and Definitions 1 and 2,
we immediately obtain a sufficient condition of the absence of near-arbitrage with feasible

strategies:

Corollary 1. Suppose the same assumptions as in Theorem 2 hold. For any given return-
generating process satisfying (1), there exists no feasible factor-neutral strategy that leads to
a near-arbitrage, if

S(G)<pl, as N — occ. (16)

2.4 Bayes Correction for Selection Bias

While the previous discussion underscored the role of the posterior mean of «, denoted as
a = E(a|G), on the optimal G-measurable portfolio, this expression remains implicit and not
directly actionable. Our focus now shifts to reducing the information set G to its sufficient
statistics for a. This step is crucial for understanding why a leads to enhanced portfolio

performance. To facilitate this analysis, we introduce further assumptions:
Assumption 2. For each N > 1, the following conditions hold:

(a) wiy = 0,4, where ;4 follows a standard normal distribution, and is i.i.d. across (i,t)

and independent of >,.
(b) s; = a;/o; is independent of o;.

Based on the DGP described in Equation (1) and given the information set G, Assump-
tions 1 and 2(a) together ensure that the key summary statistics for a; are the volatility o;
and the sample average of the ex-factor returns, expressed as &; :=7; — B;(7 + 0) = a; + ;.
In other words, E(a;|G) = E(;|d;, 0;). Consequently, this assumption simplifies the condi-
tional information set G in the posterior distribution of a to merely a two-dimensional vector
comprising these conditioning variables. To evaluate this conditional expectation, it becomes

necessary to assume a specific form of dependence between «a; and o;.
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In light of this, we introduce Assumption 2(b), which allows us to further express
E(C\Ji|di,0'i) = O'Z'E<Si|ééi,0'i) = UiE(Si|di/Ui).23 This leads to gz = E(Sl|g) = E(Sl‘gl), where
3; := &;/o;. Consequently, in terms of the scaled version of «, namely, s, the conditioning
information set is now a single scalar variable, which simplifies the estimation problem later.
Further, in light of Theorem 2, &, w, and S(G)? can all be represented in relation to 5:**

a=%,"%5  woMgx, Y% S(G)* =575 (17)
Finally, note that

5 =8+ ~N(s;,T""), conditional on s;.

This formulation casts the original posterior inference problem into the framework of the
classical Gaussian sequence model for recovering a high-dimensional mean vector, s, from
noisy observations §, which has been extensively studied in the statistics literature (see,
e.g., Robbins (1956), Efron (2011), and Efron (2019)). Although the assumption that ¢;
follows a Gaussian distribution may seem restrictive, this framework is sufficiently versatile
to accommodate a wide range of distributions for s;.

Arbitrageurs face the challenge of identifying the true underlying signal, s, from an ob-
served noisy signal §. This task is complicated by what Efron (2011) described as selection
bias or “the winner’s curse”: A high observed signal, §;, could reflect a high s;, or it could be
the result of “luck”, with an unusually large noise realization ;. Consequently, arbitrageurs
must carefully adjust their investment strategies to mitigate this potential bias. The correc-
tion involves relying on s, which accounts for this bias. To see this, we present an explicit

formula for s:

Theorem 3. Suppose that ry follows (1) and Assumptions 1 and 2 hold. We introduce a
function ¥(a) = E (s;|8; = a), with which we have a; = 0;S;, where s; = ¥(8;). Moreover, it
holds that

¥la) = a-+ o logp(a), (13)

where p(a) = E(¢1,r(a — s;)) is the probability distribution function of §;.*

The preceding discussion directly leads to the first assertion of the theorem. Equation (18)
is rooted in Tweedie’s formula (Robbins, 1956), which establishes a connection between the

posterior mean of s, given § = a, denoted 1 (a), and the posterior probability distribution of

ZThis equality relies on the result that conditional on @;/0;, o;/0; is independent of ;. We impose this
condition primarily for clarity of exposition and simplicity of Algorithm 1 below.

24Given that risk aversion does not impact the out-of-sample Sharpe ratio, we will use o to substitute for
x~! in our subsequent discussions on the portfolio strategy.

¢, (a) is the distribution function for N(0, ).
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5. The formula’s second component, T~ 'dlog p(a)/da, plays a crucial role in adjusting for the
selection bias in the observed signal, §;, which introduces several intriguing properties. An
example of these properties, as shown by Andrews et al. (1972), is that ¢(a) is a nondecreasing
function of a. This property ensures that the relative magnitude of various signals is preserved
post-correction. Moreover, under mild assumptions about the prior distribution of s;, such
as being symmetric and unimodal, the posterior mean s induces a shrinkage effect towards
the prior mean, which, in our context, is zero.

The posterior shrinkage on «, or equivalently on s, consequently induces a “shrinkage”
effect on the optimal Sharpe ratio achievable by arbitrageurs, as demonstrated by the in-
equality (13). Based on the results of Theorem 3, and under a technical condition concerning

the tail behavior of s;, we can obtain a more explicit formula for S(G):

Corollary 2. Under the same assumptions outlined in Theorem 3, and with the additional

condition that E(s?1s,;>eny) = o(N7Y), we arrive at the conclusion that:

S(G) = SO 4 op(1), with S°PT = (N / ¢(a)2p(a)da)1/2.

This result enables us to compute SOFT in various examples. For instance, by utilizing
this result, we can compare S°FT with S* in Example 1. This comparison illuminates the fea-
sibility of attaining non-vanishing Sharpe ratios and how different DGP conditions influence
the attainability.

Corollary 3. Suppose that the same assumptions as in Corollary 2 hold. In addition, we
assume alpha follows (5) as in Evample 1. Then we have S* = o~ ju(pN)Y/2+op(1). Further,
assuming that o~ *pu(pN)? does not vanish, then it holds that SOFT < (1 — €)o~ u(pN)/?
for some € > 0, if and only if

TV2u)0 —\/—2logp < 1. (19)

Corollary 3 suggests that when T2y /o is large enough that the constraint (19) is violated,
S* =~p SOPTthat is, in the limit, learning does not play any role—arbitrageurs in this
scenario achieve the same Sharpe ratio as under perfect knowledge of alphas. Furthermore,
the rareness parameter p does not make much difference if 7/?u/0 gets sufficiently large.
That said, if p approaches to zero so fast that \/—21Iog p dominates T"/?1/o—that is, alpha is
extremely rare and sufficiently weak—the learning problem becomes rather challenging and

SOPT

the Sharpe ratio attainable by arbitrageurs, , is dominated, in the limit, by the infeasible

Sharpe ratio S*.
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To give a concrete example of Corollary 3, consider an alternative DGP assumption instead

of (6):%
p~N"T and p>0 Iis fixed. (20)

In this scenario, (5*)? ~p N1~ which explodes unless n > 1/2. If we further assume that
N/T — 1 > 0, then the left-hand-side of condition (19) is of order N'/277 v 1, so that
(19) holds if and only if > 1/2. Therefore, n < 1/2 is not consistent with absence of
(feasible) near arbitrage because S* explodes and, since SOPT = S* by Corollary 3, SOFT
explodes, too. If n > 1/2, S* (and hence S°FT) vanishes, which does not seem like an
economically plausible case. If we think that asset demand distortions are sufficiently big so
that arbitrageur activity is required to prevent substantial mispricing, and that arbitrageurs
require some compensation for holding arbitrage positions, then a setting where true alphas
disappear asymptotically is not plausible. This suggests that under the DGP (20), the only
economically plausible case with absence of near-arbitrage, but not absence of mispricing, is
n = 1/2. That is, n can be thought as determined in equilibrium. Mispricing should be big
enough that arbitrageurs are active, earning a non-vanishing Sharpe ratio, and at the same
time small enough that near-arbitrage opportunities do not exist.

SOPT

We now illustrate the behavior of numerically and verify the theoretical predictions

of Corollary 3 using the DGP specified in Example 1. Figure 1 reports the Sharpe ratio,
SOPT of optimal feasible arbitrage portfolios for a range of /o and p values in the case of
N = 1,000 and T" = 20 years. Recall that according to model (5), a fraction p of assets
have alphas with a Sharpe ratio pu/o. That is, p characterizes the rareness of the alpha
signal, whereas p/o captures its strength. We intentionally choose a wide range of p/o (with
annualized Sharpe ratios from 0.11 to 10.95) and p (from 0.12% to 50%) to shed light on the
dependence of Sharpe ratios on signal weakness and rareness, although some of the resulting
portfolio Sharpe ratios (the top left corner of Figure 1) are unrealistically high. Note that
when /o x /12 hits 0.44, its corresponding t-statistic based on a 20-year sample exceeds
1.96, the typical t-hurdle for a standard student-t test.

The pattern of Sharpe ratios agrees with our intuition and theoretical predictions. For
any fixed p, as the alpha signal weakens (i.e., /o decreases), the optimal Sharpe ratio drops.
The same is true if we decrease the signal count (i.e., p vanishes), for any fixed value of p/0o.
The arbitrageur’s learning problem is easiest when signal is strong and count is large (top left
corner), and most challenging towards the right bottom corner, where the optimal Sharpe

ratios drop to near zero.

26Tt is easy to show that the setup (20) satisfies all assumptions of Corollary 2 for all fixed 7 > 0.
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Figure 1: Optimal Sharpe Ratios (S°FT) of Feasible Arbitrage Portfolios

Note: The figure reports optimal Sharpe ratios of feasible arbitrage portfolios in model (5), in which a
100 x p% of assets have alphas that correspond to an annualized Sharpe ratio p/o x v/12.

The reported Sharpe ratios in Figure 1 are only a fraction of the corresponding (infeasible)
Sharpe ratios, S* = v/aT(X,)'a = u/o\/pN, as shown by Figure 2. The pattern we see from
Figure 2 agrees with theoretical predictions of Corollary 3. When the annualized Sharpe ratio
p/o x £/12 is larger than 2.74, regardless of the values of p, the signal-to-noise ratio of the
learning problem is sufficiently strong that the statistical limit to arbitrage does not matter
much, and hence SOPT/S* is close to 1. Nonetheless, this regime is irrelevant in practice,
since it is mostly associated with unrealistically high Sharpe ratios (see Figure 1). In contrast,

as p/o diminishes, the gap between S* and SOFT

widens. In almost all empirically relevant
scenarios, S* is much larger than the feasible Sharpe ratio than arbitrageurs can actually

earn with an optimal strategy.

2.5 Constructing the Optimal Arbitrage Portfolio

In our previous discussion, Theorem 2 establishes that the optimal Sharpe ratio attainable
by any feasible strategy is capped by S(G), which, by Corollary 2, is approximately equal
to SOPT under additional conditions. Following this, Corollary 3 illustrates the dependence
of SOFT on the unknown parameters in the DGP of alpha, i.e., (5). In addition, (17) and
Theorem 3 characterize the strategy w that achieves the optimal Sharpe ratio attainable by
any feasible strategy.

However, this characterization assumes access to the information set G, which includes
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Figure 2: Ratios between ST and S*

Note: The figure reports the ratios of optimal Sharpe ratios between feasible and infeasible arbitrage
portfolios. The simulation setting is based on model (5), in which a 100 x p% of assets have alphas that
correspond to an annualized Sharpe ratio p/o x v/12.

not only past returns, r;, but also potentially unknown variables, such as 3, v;, and 3.
Furthermore, it relies on knowledge of v and the probability distribution function of s, i.e.,
p(a). As a result, while the Sharpe ratio bound remains a valid upper ceiling—since having
less information generally leads to lower achievable Sharpe ratios—the strategy w is infeasible.
Its reliance on ¥, and s, which in turn depend on ex-factor returns, 7; — 3;(y + v), and
the probability distribution of § via (18), makes its implementation impractical. Therefore,
arbitrageurs encounter additional challenges in this context. They must conduct statistical
inference concerning unknown parameters and variables to shape their investment strategies.
Moreover, the devised optimal strategy must be flexible and adapt to the nuances of different
DGPs.

Despite these challenges, arbitrageurs can indeed construct a uniformly optimal strategy
that attains SOFT across a broad spectrum of DGPs, even without access to all information
in G and perfect knowledge of v and the probability distribution of 5. In fact, this strategy
relies only observable data, making it entirely feasible. Specifically, we formulate this strategy
within a framework where factors remain latent, but factor exposures are observable—a
scenario that aligns with our empirical analysis.

We describe this portfolio strategy as “all weather,” signifying its adaptability to all

considered DGP scenarios. Moreover, the fact that this strategy achieves SOF'T implies that
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the feasible Sharpe ratio upper bound we derive is sharp. We outline the following algorithm

to construct this strategy:

Algorithm 1 (Optimal Arbitrage Portfolio via Empirical Bayes).
Inputs: 1, t €T ={t—T+1,...,t} and p.

S1. Construct cross-sectional regression estimates of alpha and idiosyncratic volatilities, for
eachi=1,2,...,N:

N _ R _ 2 PO
a=T7" ZMﬁrs, a? =71 Z ((Mgrs)i — Oéi) , and S = Q;/0;.
seT seT

S2. Construct a nonparametric estimate of the marginal density of 5 using Gaussian kernel
function ¢1/r(x) and bandwidth ky =~ (log N)~*:

5

o) = = S our(*

)

S3. Estimate s by Tweedie’s formula (18) and isotonic regression:

—a
N

y 1+k% d .
_ 4 .
¥(a) =a+ —7——-logp(a)
¢ =argmin ||z — P||?, st x; <z if § <55, for 1 <i,j <N, where b, == (5).
zeRN

S4. Construct the arbitrage portfolio weights as W°FT o M/gijl/@.
Outputs: w°FT.

Step S1 of Algorithm 1 provides feasible estimates of @ and 3, = Diag(5?2), which in
turn leads to the sufficient statistic, 5. The motivation behind Steps S2 and S3 stems from
Tweedie’s formula (18); here, we employ a nonparametric empirical Bayes method for esti-
mating the posterior mean function using kernel density estimation, as suggested by Brown
and Greenshtein (2009). The incorporation of the factor (1 + k%) serves to adjust for finite
sample biases introduced by estimation errors in p(a). To enhance the nonparametric estima-
tor’s performance in finite samples, enforcing monotonicity on v (+) proves beneficial. For this
purpose, isotonic regression is utilized (see Robertson et al. (1988)), yielding a monotonic
piece-wise linear approximation of 1(-). Step S4 constructs the optimal portfolio weights,
wOFT, following (17).

An essential step towards achieving optimality involves aggregating information from as-

sets with comparable 5;, as done in Step S2. This strategy outperforms the alternatives, some
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of which directly use estimated 5 as if these estimates are not susceptible to estimation errors
even when they are rather weak, or simply ignore the contribution of all weaker signals. Like
any machine learning method, the proposed approach requires a tuning parameter ky, which
can be selected in a validation sample.

The following theorem demonstrates the optimality of @W°F7T:

Theorem 4. Let P denote the collection of all data-generating processes under which the same
assumptions outlined in Corollary 2 hold. Moreover, we assume ||B]lmax Sp 1, Ain(B78) Zp
N, and that the distribution of s; is symmetric. In addition, suppose that N* <T < N for
fized constants d > 1/2 and d' < 1. We denote the Sharpe ratio achieved by @°FT as SOFT =
E(r] @O | F,) /Var(r],  @OFT|F) V2. Then it holds that WOF" achieves, asymptotically, the

SOPT uniformly over all sequences of data-generating processes. That is, for

upper bound
any € > 0,

lim supP(‘gopT — SOPT} > ¢SOPT 1 6) = 0.
N, T—oc0 PeP

Theorem 4 imposes a mild assumption on Ay, (875), which requires that all factors are
pervasive.”” This condition is frequently utilized in the factor model literature and is partic-
ularly relevant here, given our assumption that the factors within our model are latent. A
significant difference between our context and the traditional empirical Bayes literature (e.g.,
Brown and Greenshtein (2009)) lies in our lack of direct access to the signals, §;’s. Instead,
we estimate these signals via cross-sectional regressions. This step results in our estimators,
S;’s, being inevitably polluted by estimation errors. The additional conditions imposed by
Theorem 4 ensure that such estimation errors become asymptotically negligible.

Theorem 4 concludes that in the context of a linear factor model, arbitrageurs can con-
struct this strategy, without any knowledge besides past returns and risk exposures (beta), to
achieve the maximal Sharpe ratio over all feasible trading strategies that have zero exposure
to factor risks. This Sharpe ratio precisely characterizes the limit of feasible arbitrages in
economic terms. A key reason for this result is that idiosyncratic variances represented by
>, remain bounded both from below and above as N and T increase, unlike alphas. This
difference is empirically supported; alphas are expected to be small and rare, a result of
the competitive nature of arbitrage activities, in contrast to the consistent presence of id-
iosyncratic risks. Consequently, uncertainty about ¥, becomes negligible in the context of
statistical arbitrage limitations. Furthermore, given the low-dimensional nature of v; and
~v and arbitrageurs’ knowledge knowledge of 3, the problem of learning about v; and ~ is

negligible as well.

2TSee, e.g., Assumption 1.1 of Giglio and Xiu (2021). While our theoretical results may extend to certain
weak factor settings, this is not our emphasis here.
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The term eSOPT + ¢ accommodates both small and large values of SOFT. If SOFT < 1,
then e dominates and the estimation error inside the probability is characterized by the
absolute difference between SOPT and SOPT. Otherwise, if SOPT — oo, the estimation error
is described in percentage terms. This is necessary because we simultaneously consider a
large class of models where the Sharpe ratios may become extremely high or approach zero.

With Theorem 4, we establish the necessity for the no near-arbitrage condition given by
(16).

Corollary 4. Suppose the same assumptions as in Theorem 4 hold. The portfolio weights
WOPT yield a near-arbitrage strateqy under any sequences of data-generating processes for

which condition (16) does not hold.

The ability of arbitrageurs to construct an optimal strategy that realizes SOFT carries
important economic implications. In an economy with statistical limits to arbitrage, the
equilibrium compensation that arbitrageurs demand for executing such a strategy equals
SOPT " If it were otherwise, arbitrageurs would continue trading until all profit opportuni-
ties were exhausted. Therefore, SOPT can be interpreted as an empirical estimate of this

equilibrium compensation, which we seek to pin down empirically.

2.6 Estimating Optimal Infeasible Sharpe Ratio

We are also interested in estimating the optimal infeasible Sharpe ratio, S*. This Sharpe
ratio can be estimated by an econometrician ex-post and in-sample, but it cannot be achieved
by any feasible portfolio. The existing literature on testing the APT often constructs test
statistics in the spirit of Gibbons et al. (1989), which are effectively based on S* (see, e.g.,
Pesaran and Yamagata (2017) and Fan et al. (2015)). While such tests are powerful and may
lead to detection of alphas, their relevance for arbitrageurs might be limited. The challenge
for arbitrageurs lies in translating statistical evidence of alpha discoveries into a feasible
portfolio strategy that realizes profits. Our proposed SOFT tackles this issue, providing an
economically more meaningful evaluation of the APT.

To provide a benchmark for S OPT "we propose an estimator for S* inspired by its sample
analog:

~ N 1/2
S = (WMﬁzglMﬁf) . (21)

Unfortunately, this estimator has a non-vanishing asymptotic bias for certain DGPs we con-
sider, as we will show later. To fix this issue, we propose a new estimator that is uniformly

consistent:
~ ~ 1/2
G = <7’TM5§];1M577 - N/T) . (22)
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The next proposition summarizes the asymptotic properties of both estimators.

Proposition 1. Suppose that the same assumptions outlined in Corollary 2 hold. Moreover,
we assume ||B|lvax Sp 1 and Amin(878) 2p N. We also impose T < N and T*N'/?log N <

cy. Then we have

‘§*—S*

[(1+57) = op(T72N4/logN),

5 = (s + NT‘1>1/2‘/(1 +57) = op(T'N"log N).

Similar to Theorem 4, the estimation error is relative when S* dominates 1.0 asymptoti-
cally, and in absolute terms if S* is dominated by 1.0.?® This accommodates a large class of
models, some of which have an exploding or a shrinking S*. While it is possible to estimate
S*, it is not possible to build a portfolio that realizes it, unless the signal-to-noise ratio is
sufficiently large such that S* = SOPT. Empirically, the difference between S* and SOPT

thereby informs us about the economic consequences of learning.

2.7 Alternative Strategies for Arbitrage Portfolios

Algorithm 1 introduces a nuanced approach that allows arbitrageurs to achieve feasible op-
timality. In practice, many empirical asset pricing researchers and practitioners often rely
on simpler strategies. Given the widespread adoption of these alternative approaches, it is
useful to assess how closely they approximate the optimal feasible strategy. In this section,

we examine their strengths and weaknesses in different DGP scenarios.

2.7.1 Cross-Sectional Regression

One of the most common strategies involves forming portfolios based directly on the cross-
sectional regression estimates of «, obtained in Step S1 of Algorithm 1. This method is

referred to as CSR, with its portfolio represented by w*“5t:
DO o MpS'a. (23)

This is effectively a sample analogue of the approximated infeasible strategy given by (14).
A specific instance of this strategy was discussed following Example 1.

We now exploit Example 1 to illustrate the pros and cons of the CSR strategy. Figure 3

illustrates the relationship between SR the theoretical Sharpe ratio achieved by w®®

SOPT

, and

across a spectrum of DGPs. According to Proposition B2 in the online appendix, S5

28Obviously, the threshold 1.0 can be replaced by any fixed constant.
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tends to be dominated by SOFT in scenarios when alpha signals are sparse (v/pT /o is not
excessively large) and simultaneously strong (v/T'j /o is not exceedingly small). This specific
regime of dominance is clearly marked with black numerals within the heatmap in Figure 3.
As the ratio p/o x /12 edges closer to 1.0—either moving towards this vertical threshold
from the right hand side or descending from the upper left corner—the gap between SO
and SOFT enlarges increasingly.

The CSR approach takes all signal estimates directly, without differentiating the sig-
nificant ones from the insignificant ones. Consequently, even fake signals (pure noise) are
assigned non-zero weights. This hurts the portfolio’s performance. On the other hand, the
CSR strategy can achieve optimality when the strong signals are abundant (so that portfolio
weights allocated to noise are inconsequential) or when all signals are weak (so that they do
not differ too much from fake ones). The latter case is interesting, as it also suggests that
simply ignoring weaker signals is not optimal. That said, Figure 1 shows that the DGPs for
which the cross-sectional regression approach is strongly dominated by our optimal strategy

are associated with realistic Sharpe ratios.
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Figure 3: Ratios between SR and SOPT

Note: The figure reports the ratios between the Sharpe ratios of the OLS based portfolio and the feasible
optimal arbitrage portfolio. The theoretical Sharpe ratio achieved by CSR is denoted as S°SE, given
explicitly by Proposition B2. The simulation setting is based on model (5), in which a 100 x p% of assets
have alphas that correspond to an annualized Sharpe ratio p/o x /12.

The CSR approach is a simple benchmark as it does not rely on any advanced statistical

techniques to detect signals or distinguish their strength. The strategy we discuss next is
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more advanced, in that it controls false discoveries among selected strong signals using the

B-H procedure proposed by Benjamini and Hochberg (1995).

2.7.2 False Discovery Rate Control

To address the aforementioned selection bias in identifying profitable alpha signals, an alter-
native methodology conceptualizes the search for alpha as a multiple testing problem. In this
case, with NV assets that are each potentially associated with a nonzero «;, we can establish
for each asset 7 a null hypothesis H} : o; = 0. Rejection of this null hypothesis leads to the
discovery of a non-zero alpha. Rather than focusing on the significance level of individual
tests, a more appropriate strategy involves controlling the FDR, an approach recommended
by Barras et al. (2010), Bajgrowicz and Scaillet (2012), and Harvey et al. (2016) in various
asset pricing contexts. Giglio et al. (2021) have proved the validity of the B-H procedure for
FDR control in a general factor model setting for alpha detection. Below we describe the
necessary steps to prepare alpha estimates for constructing an arbitrage portfolio.

Begin with a series of p-values, p;, where each is the result of a t-test on the cross-sectional
regression estimate of oy, VI'S;, for i = 1,2,..., N. These p-values assess the significance of
each a;’s deviation from zero. Arrange these p-values in ascending order, from the smallest
to the largest, resulting in a sorted sequence py < ... < p(yy. Identify a critical index, E,
defined as the maximum i such that p;) < 7i/N where 7 is a predetermined significance level,
commonly set at 5%.

The threshold % is selected such that, on average, at least a fraction (1 — 7) of the alpha
estimates identified as significant (i.e., those with p-values smaller than p@)) are truly non-
zero. This B-H criterion proves effective in guarding against false discoveries irrespective of
the overall proportion of non-zero alphas present in the DGP. The selected alpha estimates
are then used as inputs for constructing an arbitrage portfolio, as illustrated by the following
equation:

@"M(7) oc M2 'a™ (1), where @7 (1) = @slLip,<p . }- (24)

This strategy introduces a hard-thresholding mechanism to the alpha estimates, effectively
nullifying the impact of alphas deemed insignificant.

Controlling the FDR on top of the CSR estimates is intuitively appealing, but doing so
incurs a potential loss of power that may hurt investment performance. Indeed, Proposition
B3 in the appendix shows, in the context of Example 1, arbitrageurs who adopt the B-H
based-trading strategy do not achieve the optimal portfolio for a large class of DGP sequences.

As shown by Proposition B3 and illustrated numerically by Figure 4, the discrepancy
between the optimal Sharpe ratio and that achieved through the B-H method is largely
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determined by signal strength. The B-H procedure nears optimality when the signal strength,
quantified by v/Tu/o, is substantial —exceeding the threshold of v/—2Iog p. The instances
where the B-H strategy reaches optimality are depicted by the white values on Figure 4,
with the boundary of this optimal region approximated by the line where p/ov/12 = 2.19.
This demonstrates that the B-H method excels in identifying strong signals, leading to near-
optimal portfolios when signals are strong. Conversely, in the presence of weak signals, the
B-H procedure, which amounts to hard-thresholding, tends to underperform compared to
CSR.

This point is further elaborated in Figure 1, which underscores that even if individual
alphas are weak, their aggregated effect on a portfolio’s Sharpe ratio can be non-trivial.
The B-H approach takes a notably conservative stance towards signal selection, especially in
contexts where signals are weak. This cautious approach ensures the reliability of selected
alphas by focusing on those that are truly significant. However, this method might not fully
capitalize on the potential cumulative impact of weaker signals. In contrast, our optimal
arbitrage portfolio leverages the full spectrum of alpha estimates, including false positives,
extending beyond the significant selections made through the B-H procedure.

At its core, this delineates a subtle yet critical divergence between two objectives: alpha
testing and portfolio construction. Alpha testing prioritizes the identification of statistically
significant alphas while controlling FDR, whereas portfolio construction concentrates on using
all available information to optimize performance. These objectives do not always align.

The CSR and the B-H approaches represent two typical strategies in practice. The former
trades all signals without distinguishing their strength, whereas the latter only trades the

stronger signals. Neither approach always achieves optimality.

2.7.3 Shrinkage Approaches

In the approximated infeasible strategy given by (14), the portfolio weights with respect to
ex-factor returns (Mpgryy1 ~ o + u;) are ¥ 'a. The CSR approach replaces the weights
¥ 'a with the sample analogue i; 'a, and the B-H approach additionally imposes hard-
thresholding regularization on those weights.?? Multiplying the ex-factor return weights by
M yields the portfolio weights in terms of raw returns (r¢41). Besides the hard-thresholding

of B-H, we can consider shrinkage-type regularization:

B S
max{wTa — §wT2uw — o (EY2w)},

29Regularizing those weights amounts to incorporating priors onto the alpha estimates.
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Figure 4: Ratios between SB and SOFT

Note: The figure reports the ratios between the Sharpe ratios of the multiple testing based portfolio (via
B-H procedure) and the feasible optimal arbitrage portfolio. The theoretical Sharpe ratio achieved by B-H
is denoted as SBH, given explicitly by Proposition B3. The simulation setting is based on model (5), in
which a 100 x p% of assets have alphas that correspond to an annualized Sharpe ratio p/o x V12,

where py(z) = A|z||; or Al|z|2, for some A > 0. Since 3, is diagonal, this optimization
problem has a closed-form solution of weights with respect to ex-factor returns: w,;(\) =
~—1

0, V(5 A\), fori =1,2,..., N, where ¢ = 1 corresponds to the Lasso penalty and ¢ = 2 the
ridge, and ¢,(s, A) is

Yi(s, A) = sgn(s)([s| — Ay, (s, A) = (1+20)7s.

This leads to the optimal portfolio weight on r;:*"

T(\) x Mgitg(\), ¢=1,2.

Depending on the magnitude of A, the Lasso approach replaces all smaller signals (i.e., §;) by
zero and shrinks the larger ones by A in absolute terms. In other words, the Lasso approach
is the soft-thresholding alternative to the B-H method. In contrast, the ridge penalty shrinks
all signals proportionally. Since proportional scaling of portfolio weights does not affect the

Sharpe ratio, this means that ridge is equivalent to CSR! This “embedded” shrinkage effect

30 An alternative strategy is to impose sparsity directly on the portfolio weights with respect to raw returns.
While this approach might be appealing from the transaction cost point of view, it does not associate with
an explicit prior on alpha, hence is more difficult to interpret.
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of CSR explains why it performs well in the case of small signals.

Proposition B4, along with Proposition B2 in the online appendix, offers explicit formulae
for the optimal feasible Sharpe ratios in the shrinkage case. The Sharpe ratio of ridge is
not affected by the tuning parameter, but Lasso’s performance is contingent on its tuning
parameter. However, even with the optimal choice of tuning parameter, it cannot achieve the
optimal feasible Sharpe ratio in all DGPs.

Figure 5 compares St with SOPT where St denotes the theoretical Sharpe ratio
achieved by Lasso for a given tuning parameter choice A. In practice, the tuning parameter
choice would require a cross-validation procedure. Here we adopt the theoretically optimal
tuning parameter that maximizes S¥#%° in Figure 5. This strategy, unlike the B-H approach
where the tuning parameter 7 is selected based on a clear statistical criterion, is not fully
feasible in practice, since the optimal tuning depends on the DGP, which is not fully known.
Hence, Figure 5 should be understood as showcasing the optimal performance of a class
of trading strategies indexed by the tuning parameter of Lasso, and only reports the best
performance within this class. This is a fair comparison to OPT, which represents the optimal
performance of all strategies, beyond the Lasso class, as the implementation of our algorithm
to achieve SOTT would also require choice of a tuning parameter. Although Proposition B4
suggests that Lasso is not uniformly optimal, it performs remarkably well, achieving the
optimal Sharpe ratio in almost all regimes. Intuitively, when signals are very strong, Lasso
behaves like a hard-thresholding selector, as shrinkage has minimal effect. Conversely, when
signals are week, ridge (and hence CSR) approach optimality, and Lasso can replicate their

performance by setting the tunning parameter close to zero.

3 Simulation Evidence

This section illustrates the applicability of our theory through simulations and assesses the
finite sample performance of our proposed portfolio strategies.

For simplicity and clarity, we simulate a one-factor model of returns as specified by (1).
We set the factor risk premium at 5% per annum with an annualized volatility of 25%. The
distribution of beta across assets is modeled as a normal distribution with a mean and variance
of one. Given our focus on arbitrage portfolios, the parameters of the factor component
(including the number of factors) are inconsequential, because factors are eliminated by Mg
in the initial steps of constructing these trading strategies. In addition, we use the model
in (5) from Example 1 for the cross-sectional distribution of alpha. We maintain a constant
idiosyncratic volatility, denoted as o for all assets, because the ratio a/o determines signal

strength, and so there is no need to vary both a and ¢ in the cross section. While our Monte
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Figure 5: Ratios between Sy2%° and SOFT

Note: The figure reports the ratios between the Sharpe ratios of the Lasso based portfolio and the feasible
optimal arbitrage portfolio. The theoretical Sharpe ratio achieved by Lasso is treated as the maximum of
S}\asso over all \, given explicitly by Proposition B4. The simulation setting is based on model (5), in which
a 100 x p% of assets have alphas that correspond to an annualized Sharpe ratio p/o x V/12. The tuning
parameter A is selected to maximize Skasso.

Carlo experiment is stylized, it effectively demonstrates the impact of estimation errors in
factors and volatilities and the finite sample performance of our theoretical predictions.

We compare the finite sample performance of our portfolio estimators across various
DGPs. We examine a broad spectrum of signal strength (4/0) and sparsity (p) values to cover
a range of potential empirical scenarios. For each set of parameters (u/0, p), we simulate the
corresponding DGP, construct portfolio weights, @w*, where A represents OPT, CSR, BH, or
Lasso, and compute the corresponding theoretical Sharpe ratio: SA = AT w/ \/{EAT;W?A.

Our algorithm requires a tuning parameter. We choose it with a validation procedure that
divides the in-sample data into two parts: the first 80% is used for training, and the remaining
20% is reserved for validation. The optimal parameter maximizes the sample Sharpe ratio
in this validation subset. Once identified, this tuning parameter is then used with the entire
in-sample (training and validation) data to estimate portfolio weights. We use the same
validation approach to determine the tuning parameter for the Lasso method.?!

In light of Theorem 4, the following performance measure is sensible:

31The specific grid we use for tuning our method consists of the set {0.25,0.5,...,4} x (log N)~!. For the
Lasso method, the parameter X is selected from the set {210,279 ... 271} For our method, theoretical
guidance from Theorem 4 helps — we know a tuning parameter ~ (log N)~! would be optimal. For Lasso,
however, the optimal rate depends on the DGP, and we lack simple theoretical results to guide us.
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Gap* (1/a,p) = E (8% = SOT|/(1 4 8°7))

where the explicit dependence of S* and SOPT on /o and p is not specified, and E(-) denotes
the sample average computed over Monte Carlo simulations. This formula measures error as
relative percentages of SOY'T when SOFT is significantly large (i.e., significantly greater than
1). Conversely, when SOFT is small (i.e., op(1)), the error is gauged in absolute terms. This
approach ensures meaningful error measurment if ST diverges or diminishes depending on
the parameters involved.

To evaluate the asymptotic behavior of various estimators, we also report a measure of

the estimation error:
o 2 1/2
RMSE (1/0, p) = ((E(SA = SY)/(1+ SOFT)) "+ Var (S*/(1+ SO”))) ,

where \//'a\r() denotes the sample variance across Monte Carlo repetitions.

Table 1 presents the maximum performance gap and estimation error across all values
of u/o and p. The results consistently show that OPT has the smallest gap to optimal
performance in comparison to CSR, BH, or Lasso. Lasso ranks second, while CSR and BH
exhibit significantly poorer performance. Notably, as T increases from 2 years to 20 years, the
maximum gap of OPT decreases from 0.381 to 0.152 for N = 1,000, and from 0.276 to 0.127
for N = 3,000. In contrast, as N increases, the performance of the latter three methods tends
to deteriorate. This trend can be attributed to an increasing theoretical performance gap,
quantified as |S* — SOPT| /(14 SOFT), that plays a dominating role. Indeed, the bottom panel
of the table illustrate that the estimation error asymptotically diminishes with increasing N.

Finally, Figure 6 reports the sample average of estimation error |§* — S*| / (1 + S*) over
Monte Carlo simulations for each value of /o and p. The results confirm the consistency
result in Proposition 1. The relative error remains small when S* is large or moderate
(significantly greater than 1). Conversely, near the bottom right corner of Figure 6, where S*
is essentially zero as shown by Figures 1 and 2, the estimation proves more challenging. In
this scenario, the error, becoming absolute (S* << 1), is notably larger due to a significant

upward bias that is difficult to mitigate in finite sample.

4 Empirical Analysis of US Equities

To demonstrate the empirical relevance of the statistical limit of arbitrage, we analyze US
monthly equity returns. Our analysis is divided into two parts: the first focuses on individual

equity returns, and the second utilizes portfolios as test assets. Employing portfolios allows us
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N = 1,000

N = 3,000

T'=5 T=10 T:20‘T:2 T=5 T=10 T=20

Supp/o’,p GapA(,u/U, p)

OoPT 0.381 0.243 0.171 0.152 0.276  0.228 0.143 0.127
CSR 0.622  0.586 0.532 0.477 0.462 0.604 0.610 0.562
BH 0.739  0.759 0.743 0.704 0.781  0.822 0.814 0.791
Lasso | 0.396  0.259 0.176 0.154 0.298  0.265 0.159 0.172
Supy/a,p RMSEA (N‘/Ja :0)
OPT | 0.521 0.445 0.441 0.446 0.333 0.346 0.273 0.236
CSR 128 0.165 0.211 0.264 0.093 0.075 0.086 0.105
BH 0.492 0.436 0.440 0.442 0.359  0.347 0.263 0.248
Lasso | 0.521  0.435 0.439 0.444 0.336  0.356 0.302 0.241

Table 1: Simulation Results

Note: The top panel displays the maximum Sharpe Ratio gap, defined as sup,, Jop GapA(u/ o, p), across all
values of p/o and p shown in Figure 1. Similarly, the lower panel details the maximum root-mean-squared
error, defined as sup,,/, , RMSEA (/0 p). Here, A represents the methods OPT, CSR, BH, or Lasso for
various combinations of N and T (measured in years). The OPT and Lasso methods employ a validation
procedure to determine the optimal tuning parameters. The BH method ensures control of the false discovery
rate at a 5% level.
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Figure 6: Comparison between S* and S*

Note: The figure reports the sample average of |S* — S*|/(1 + S*) over Monte Carlo repetitions. The
simulation setting is based on model (5), in which a 100 x p% of assets have as that correspond to an
annualized Sharpe ratio /o x v/12. In this experiment, N = 1,000 and T' = 20 years.

to explore scenarios where alphas are linear functions of characteristics, aligning our approach

with the common empirical practice of predicting alphas based on such characteristics. We
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begin our discussion with a description of the datasets.

4.1 US Equity Data

Our monthly equity sample covers the period from January 1965 to December 2020. For
individual equities, we utilize a multi-factor model with observable factor loadings, closely
resembling the widely used MSCI Barra model. Specifically, we use 16 characteristics and 11
GICS sectors, drawing on both empirical insights from existing asset pricing literature and in-
dustry practice. The selected characteristics include market beta, size, operating profits/book
equity, book equity/market equity, asset growth, momentum, short-term reversal, industry
momentum, illiquidity, leverage, return seasonality, sales growth, accruals, dividend yield,
tangibility, and idiosyncratic risk, which are downloaded directly from the website openasset-
pricing.com (Stock-level Signal Datasets August 2023 Release).Details on the construction of
these characteristics can be found in Chen and Zimmermann (2020).

We download monthly return data for individual equities from CRSP and apply several
preprocessing steps. First, in the case of delistings, we use the delisting return as the final
return in the delisting month. Next, we merge the returns data with the aforementioned
characteristics database using permnos, which yields an average of 6,540 unique permnos per
month. We then apply standard filters (require share codes 10 and 11, and exchange codes
1, 2, and 3) to refine the dataset. This process selectively removes returns for certain months
from stocks that fail to meet these criteria during those periods. After applying these filters,
the average number of stocks remaining per month totals 4,756.

We address missing characteristics in our dataset with an approach that avoids forward-
looking bias. If GICS codes are missing, we use the most recent records available before the
data is missing, but we do not copy records backwards in time. Observations that do not
have a GICS code after this procedure are excluded, which predominantly affects records
before 1990. With GICS codes in place, we implement a two-step procedure to address other
missing characteristics. We fill each missing characteristic with the sector-wise median for
that characteristic each month. If a characteristic’s values are missing for an entire sector in
a given month, we use the cross-sectional median from all stocks for that month. After these
preprocessing steps, the average number of stocks per month is reduced to 4,095.

Characteristics-sorted portfolio returns are directly downloaded from the website openas-
setpricing.com under the “Portfolio Return Datasets” section. The dataset comprises 1,322
portfolios, spanning the years from 1965 to 2020. The portfolios are long-only and sorted
based on 212 characteristics, including 49 industry indicators. The number of portfolios per
characteristic varies depending on the specifications in the original papers that introduced

each characteristic. Additionally, some portfolios may contain missing values due to a lack of
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observations in certain categories. We use value-weighted portfolios to avoid high exposure

to illiquid small stocks.

4.2 Analysis of Individual Equity Returns

We consider a specific version of the model as defined in (2), setting «; as constant and £,
as observable. Each month, we regress next month’s returns on the 27 predictors, using all
stocks present in the current month’s cross-section, and including an intercept. We normalize
the 16 characteristics within each cross-section to mitigate the impact of extreme outliers.
This normalization transforms the characteristics to follow a normal distribution.*

Figure 7 plots the time series of the cross-sectional regression R?s over time. The R? has
declined since the beginning of the sample until the 1990s. This coincides with an increase
in the number of stocks in US equity markets. The R?s are moderately low, with an average
of 8.07%, which suggests that a substantial portion of cross-sectional variation of individual
equity returns is idiosyncratic. Therefore, learning alphas from residuals of the factor model
is a difficult statistical task.
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Figure 7: Time-series of the Cross-sectional R?s

Note: The figure provides a time series of the cross-sectional R2s for individual equity returns, derived
from regressing next month’s returns against 27 firm-level characteristics in cross-sectional regressions.

32For each characteristic ¢; ;, the normalization applies the functional form ®~!(rank(c;,)), where ®~1()
is the inverse of the cumulative distribution function of the standard normal distribution. Compared to
uniform normalization, this approach leads to slightly improved cross-sectional R? values, thereby providing
a more accurate representation of realized returns. It is important to note, however, that the specific form of
normalization does not significantly impact subsequent results on arbitrage Sharpe ratios.
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4.2.1 Rare and Weak Alphas

We now study the statistical properties of individual equity alphas using the full sample data.
For each stock, we collect its regression residuals and take their average as an estimate for
its alpha. We require at least 60 observations. This ensures a sufficiently large sample size
for inference on alpha, although the empirical distribution of alphas’ t-statistics turns out be
insensitive to this requirement. Figure 8 provides histograms of the t-statistics and Sharpe
ratios for alphas of all 12,734 stocks in our sample that meet this criterion. Because these
stocks have different sample sizes, the histograms of the Sharpe ratios are not simply the
scaled version of the histogram of the t-statistics.

Only 7.58% of the t-statistics exceed 2.0 in magnitude, and more than 1.12% exceed 3.0.
This suggests that truly significant alphas are extremely rare. Moreover, the largest Sharpe
ratio among all individual stocks’ alphas is approximately 1.86. Notably, only 0.71% of the
alphas have a Sharpe ratio greater than 1.0. These summary statistics suggest that rare and
weak alpha is perhaps the most relevant scenario in practice.
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Figure 8: Histograms of the t-Statistics and Sharpe Ratios of Estimated Alphas

Note: The figure provides the histograms of the Student t-statistics (left) and Sharpe ratios (right) of
estimated alphas for all tickers in our sample with at least 60 months of data. The total number of tickers
available is 12,734.

Alphas are meaningless without reference to a specific factor model. While our analysis
includes only 27 firm-level characteristics, constructing a factor model with additional char-
acteristics would transform “alpha” into risk premia. Put it differently, extracting additional

“factors” from returns would result in even rarer and weaker alphas.
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4.2.2 Modest Feasible vs. Large Infeasible Sharpe Ratios

We now compare arbitrage portfolios based on various strategies discussed in Section 2.7.
At the end of each month, we construct optimal portfolio weights using these strategies.
These weights are estimated monthly with a 60-month rolling window, and the portfolios are
rebalanced accordingly.”® Both Lasso and OPT methods require a tuning parameter, which
is selected annually. For this purpose, the final year of the rolling window is set aside as the
validation sample to optimize the tuning parameter selection.

All these strategies yield modest Sharpe ratios. OPT reaches the top of the chart, yielding
0.82, followed by CSR at 0.70. The BH and Lasso approaches obtain Sharpe ratios of 0.65
and 0.62, respectively. To compare cumulative returns, we normalize all strategies to have
the same (ex-post) volatility. The resulting time-series of normalized cumulative returns are
shown in Figure 14. Notably, most returns are generated during the late 1980s to early 2000s.
After 2005, the cumulative returns of all strategies tend to plateau, indicating a decrease in
profitability of statistical arbitrage.

A detailed examination of these strategies offers further insights. The BH strategy is
highly conservative; over 51 years of out-of-sample trading (from January 1970 to December
2020), there are 284 months with zero holdings. The maximum number of stocks held in any
month is 32, with an average of only 6 stocks during months when holdings are non-zero. In
contrast, the CSR and OPT strategies hold all stocks that meet the sample criteria, averaging
2,833 stocks per month. The number of stocks held by the Lasso strategy is notably volatile,
ranging from none to almost all stocks in a given month, with an average of 722 stocks per
month. This volatility reflects the underlying weakness in their alphas, whose estimates are
prone to fluctuate with different samples.

In contrast to the simulation study where performance of strategies are evaluated over
a large class of DGPs, results presented in the empirical analysis here all originate from a
single DGP, i.e. the real market. Given the strong performance of CSR and the weaker
performance of BH, it is likely that the alphas in reality are rare and weak to the extent that
CSR is rather close to the optimal strategy. In this case, Lasso could only perform equally
well as CSR if we were able to select the optimal tuning, i.e., zero, (no selection or shrinkage),
which cross-validation cannot reliably achieve in all rolling windows. If we lived in a market
where its DGP makes CSR suboptimal in many rolling windows, Lasso would have a chance
to outperform, given its ability to achieve optimality within a larger class of DGPs.

We also estimate the perceived or infeasible Sharpe ratios using (21) within the same 60-

month rolling window. Our estimate, §*, averages 4.81 (with negative estimates truncated

33Empirical results based on 36- and 84-month windows are reported in Table A2 in the appendix for
robustness checks.
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Figure 9: Normalized Cumulative Returns of Arbitrage Portfolios

Note: This figure compares the cumulative returns of OPT (black solid), CSR (red dotted), BH (green
dashed), and Lasso (blue dot-dashed) strategies. We normalize all returns by their realized volatilities
calculated by the square root of the sum of the squared returns over the entire sample, only for comparison
purpose.

at 0), but it can occasionally exceed 16.0. These estimates are much higher than the feasible
Sharpe ratios (0.6 ~ 0.8) we obtain for any of these strategies. This supports our theoretical
prediction that the impact of statistical learning alone can eliminate a substantial portion of

investment opportunities.

4.3 Analysis of Portfolio Returns

When portfolios are chosen as test assets, we opt for latent factor models due to the ab-
sence of natural choices of their factors or factor exposures. This approach aligns with the
return generating process presented in (1) but with unknown g and v;. Our factor model
estimation step follows Algorithm 4 outlined in Giglio et al. (2021). We estimate this model
using a 60-month rolling window, consistent with the main empirical analysis above.** Using
the estimated factor loadings from each rolling window, we then conduct a cross-sectional
regression of the average returns over this window against these loadings, augmented with a
column of ones, to determine the risk premia of the latent factors, the zero-beta rate, and

the residuals, which serve as estimates for a’s. It is important to note that these loadings

34Results based on alternative 3-year and 7-year windows, which show similar outcomes, are reported in
Tables A1 and A2 in the appendix for reference.
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are identifiable only up to a rotation; hence, we report only those results that are invariant

to such rotations, for instance, R? values and summary statistics for a’s.

4.3.1 Portfolio Alphas

These latent factor models demonstrate substantial in-sample cross-sectional explanatory
power for expected returns,®” accounting for an average of approximately 48% of the cross-
section variation in average returns across all rolling windows, with 10 factors.*® This results
in notably smaller Sharpe ratios for the alphas compared to the portfolios’ own Sharpe ratios.
Figure 10 contrasts the histograms of their respective Sharpe ratios. Notably, the distribution
of the alphas’ Sharpe ratios in darker gray exhibits thinner tails compared to those of the
portfolios’ Sharpe ratios in lighter gray.

We then apply the same algorithms to the portfolios’ alphas that we previously used
for individual stocks. The normalized cumulative returns are displayed in Figure 11. All
strategies earn substantially higher Sharpe ratios than those achieved with individual stocks.
Notably, the OPT strategy once again leads, yielding a Sharpe ratio of 1.71, closely followed
by CSR at 1.67. Meanwhile, the BH and Lasso strategies register Sharpe ratios of 1.49 and
1.18, respectively.

Next, we visualize the average portfolio weights over time using a heatmap in Figure 12.
The portfolios in this figure are sorted by the average weight they receive with the OPT
method, with the highest positive weights on top and the biggest negative weights at the
bottom. The figure shows that both OPT and CSR exhibit similar allocation patterns, with
non-zero weights assigned to many portfolios. However, OPT, which applies shrinkage to
portfolio alphas, tends to assign smaller weights than CSR. Due to the absence of shrinkage,
CSR has consistently higher weights than all other methods. As previously mentioned, CSR
achieves the same Sharpe ratio as ridge, because uniform shrinkage of all assets’ alphas does
not affect the Sharpe ratio. BH selects a narrower range of portfolios, most of which have zero
or near-zero weights, indicating a highly selective strategy. Lasso, although less conservative
than BH, also shows lighter colors on the heatmap, reflecting a significant level of selection
and shrinkage in the portfolio weights.

Among all characteristics, those assigned higher positive weights by these methods include
portfolios sorted by dividend seasonality identified by Hartzmark and Solomon (2013), price
as discussed in Blume and Husic (1973), intangible return from Daniel and Titman (2006),

gross profits to total assets analyzed by Novy-Marx (2013), and industry return of big firms

35This is different from the cross-section R? with observable characteristics reported for individual equities,
which represents the (in-sample) explanatory power for realized returns.

36Results for models with varying numbers of factors are included in Tables Al and A2 in the appendix
for comparison.
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Figure 10: Sharpe Ratios of Portfolio Returns and Alphas

Note: This figure compares the histograms of the Sharpe ratios of portfolios’ returns and their alphas.
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Figure 11: Normalized Cumulative Returns of Arbitrage Portfolios

Note: This figure compares the cumulative returns of OPT (black solid), CSR (red dotted), BH (green
dashed), and Lasso (blue dot-dashed) strategies. We normalize all returns by their realized volatilities
calculated by the square root of the sum of the squared returns over the entire sample, only for comparison
purpose. The base assets for each strategy are all portfolios sorted by characteristics.

studied in Hou (2007). Conversely, the characteristics with the most negative weights in-
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Figure 12: Average Weights Assigned to Portfolios by Different Methods

Note: This figure displays a heatmap that shows the average portfolio weights over time for portfolios
sorted by characteristics, formed using BH, CSR, Lasso, and OPT methods.

clude portfolios sorted by spinoffs documented by Cusatis et al. (1993), past trading volume
from Brennan et al. (1998), initial public offerings from Ritter (1991), size from Dharan and

Ikenberry (1995), and exchange switch as in Banz (1981).

4.3.2 Accounting for Publication Effects

Many of the characteristics used in the construction of the portfolio return data set were
introduced to the academic literature later in the sample period. For this reason, the above
analysis may overstate achievable Sharpe ratios. If arbitrageurs were not aware of the pre-
dictive power of these characteristics in the early parts of the sample, these Sharpe ratios
were not truly achievable. Moreover, academics’ discovery of the predictive power of these
characteristics could potentially reflect ex-post selection bias, rendering the in-sample pre-
dictive power spurious. To address this issue, we revise our portfolio analysis to only include
characteristics from the year following their publication. Except for the 49 industry portfolios
(assumed) available since 1965, few portfolios were introduced in earlier years. As illustrated
in Figure 13, a significant number of these characteristics were introduced after 2000.

With this adjusted approach, the Sharpe ratios for the OPT and CSR are now substan-
tially lower at 0.61 and 0.66, respectively. These magnitudes align more closely with the
Sharpe ratios we obtained from individual stocks. The Lasso and BH strategies now achieve
only 0.45 and 0.35, respectively. Consistent with McLean and Pontiff (2016), this suggests
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that some of the initial discoveries of signals may have been “lucky,” performing well in-
sample but then failing to replicate this success out-of-sample, or that competition among

arbitrageurs shrinks the alphas once the discoveries become public.
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Figure 13: Number of Portfolios Before and After Adjusting for Publication Years

Note: This figure plots two curves: one showing the total monthly count of characteristics-sorted portfolios
and the other displaying the count adjusted for only those portfolios whose characteristics have been
previously published.

Figure 15 shows infeasible Sharpe ratios estimated both before and after adjusting for
publication effects. Before this adjustment, the infeasible Sharpe ratio is consistently above
20, but after this adjustment, including characteristics only after their publication year, it is
much lower in the early part of the sample, starting around 5 in the early 1970s. As more
signals are discovered over time, the infeasible Sharpe ratio increases, eventually reaching
levels similar to those estimated without adjustment.

Despite these adjustments, a significant gap still exists between the theoretical infeasible
Sharpe ratios that range from 5 to 20 and the achievable Sharpe ratios, which are smaller than
0.7. This highlights the quantitative relevance of statistical limits of arbitrage in real-world
scenarios. The large reduction in Sharpe ratios suggests that statistical limits may play an
even more critical role than publication effects for characterizing the investment opportunities

that are actually feasible for arbitrageurs.
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Figure 14: Normalized Cumulative Returns of Arbitrage Portfolios

Note: This figure compares the cumulative returns of OPT (black solid), CSR, (red dotted), BH (green
dashed), and Lasso (blue dot-dashed) strategies. We normalize all returns by their realized volatilities
calculated by the square root of the sum of the squared returns over the entire sample, only for comparison
purpose. The base assets only include portfolios sorted by characteristics that were previously published.
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Figure 15: Time Series Plots of Infeasible Sharpe Ratios

Note: This figure compares the Infeasible Sharpe ratios on the basis of portfolios before and after adjusting
for publication years.
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5 Conclusion

Taking stock, our paper provides a new theoretical framework for understanding the implica-
tions of statistical learning in asset pricing. Rather than endowing arbitrageurs with perfect
knowledge of DGP parameters, we expose them to the challenge of learning about alphas.
Arbitrageurs in reality arguably face a high-dimensional world, with many assets and many
alpha signals, which can make statistical learning difficult. These difficulties give rise to sta-
tistical limits of arbitrage, which manifest as a gap between the infeasible Sharpe ratio that
arbitrageurs could earn with perfect knowledge of alphas and the feasible Sharpe ratio that
arbitrageurs can attain with statistical learning.

While high-dimensional, the linear factor model environment that arbitrageurs face in our
analysis is still quite simple. The gap between feasible and infeasible Sharpe ratios would
further increase if arbitrageurs faced additional statistical challenges, e.g., model misspecifi-
cation, omitted factors, weak factors, or a large non-sparse idiosyncratic covariance matrix.

Our approach to characterizing the feasible Sharpe ratio is in important ways different
from other analyses of statistical learning in asset pricing. Many papers applying machine
learning methods in the construction of trading strategies have documented impressive Sharpe
ratios. Such strategies often rely on ad-hoc model design (e.g., a neural network with a
specific architecture) and tuning parameters selection. In this regard, the empirical analysis
can at best provide a “lower bound” on the performance of machine learning strategies. Our
paper provides a theoretical framework to understand the “upper bound” on the performance
of any statistical learning strategy in the specific context of arbitrage pricing theory. In
an equilibrium model, this upper bound in turn would be tied to the compensation that
arbitrageurs require in equilibrium, giving it an important economic interpretation.

In addition to the optimal strategy that attains the feasible Sharpe ratio, we also examine,
theoretically and empirically, the performance of other portfolio construction approaches that
rely multiple testing correction, variable selection, and shrinkage. While these approaches are
well motivated statistically, they do not perform as well as the optimal strategy in economic
terms, as measured by the Sharpe ratio. This finding highlights that good statistical prop-
erties, such as, for example, with regards to Type I and Type II errors or the false discovery
rate, do not necessarily translate into good economic performance. For instance, a statistical
procedure that guards against false discoveries may be overly conservative for investment
purposes. This divergence between statistical and economic objectives suggests some caution
when applying statistical tools imported from other areas—as in the current machine learning

literature in asset pricing—without proper consideration of the economic objectives.
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Appendix A Additional Empirical Results

In this appendix we expand our empirical analysis. We first estimate latent factor models
of portfolio returns, outlined in Section 4.3, under various alternative estimation windows
and numbers of factors. The estimation is conducted for both the original portfolios and the
ones adjusted for publication effects. We report the results in Table A1, which include the
cross-sectional in-sample explanatory power (R?) of expected returns of the factor models,
the infeasible Sharpe ratios (S*) corresponding to the portfolio alphas, and the distributions

of portfolio alphas’ t-statistics.

# of R? S* [t-stat|  |t-stat] R? S*  |t-stat| >  [t-stat]
T Factors > 2 >3 > 2 >3
‘ Original Portfolios Adjusted for Publication Effects
3 yrs 5 0.41 27.58 12.17 2.63 0.48 13.47 9.93 1.67
10 0.46 33.04 17.90 5.19 0.58 16.31 15.53 3.91
15 0.50 39.69 24.44 8.98 0.63 19.77 21.78 7.29
5 yrs 5 0.41 20.60 11.54 2.37 0.47 10.05 9.11 1.37
10 0.47 23.11 14.78 3.68 0.59 11.25 12.06 2.45
15 0.51 25.53 17.73 5.07 0.66 12.46 14.94 3.55
7 yrs 5 0.38 17.62 12.49 2.76 0.43 8.56 9.57 1.45
10 0.46 19.01 14.15 3.45 0.59 9.14 11.12 1.99
15 0.50 20.44 16.02 4.39 0.65 9.93 13.27 2.81

Table Al: Latent Factor Models of Portfolio Returns

Note: The left panel displays the results of estimating latent factor models with the original portfolio returns
as test assets. Across estimation windows and numbers of factors, the panel reports the cross-sectional R?,
the infeasible Sharpe ratios (S*), and the percentages of portfolio alphas with large ¢-statistics. Similarly, the
right panel details the result when the test assets are portfolio returns adjusted for publication effects.

The cross-sectional R?s by these models are similar across estimation windows, and mod-
erately increase with more factors included and publication effects adjusted for. Indeed, in
both cases, a larger proportion of cross-sectional variation of expected returns will be at-
tributed to risk premia. Considering that these R?s are in-sample ones, we choose to focus
on the 10-factor model in Section 4. Regarding the strength and rareness of alphas, both
the percentage of portfolio alphas with large t-statistics and the infeasible Sharpe ratio (S*)
increase with the number of factors. It suggests that, when we control for more factors, the
removal of factor risks is perhaps more prominent than the attribution of expected returns to
risk premia (thereby less to alphas), which ultimately allows alphas to stand out and to be
profited from more easily. On the other hand, with longer estimation window, we see both

the infeasible Sharpe ratio and the percentage of large t-statistics reduce. This result could



originate from that many alphas are only moderately persistent and is behind our choice of
5-year window in Section 4. Lastly, since fewer alphas are left after the publication effects
are adjusted for, we observe increased cross-section R?, and both the infeasible Sharpe ratios
and the proportion of strong alpha signals shrink.

With the portfolio alphas obtained from the factor models, we show in Table A2 the
investment performance of the four different trading strategies: OPT method, CSR, BH, and
Lasso, measured by the average Sharpe ratios between January 1970 and December 2020.
It complements the analysis of Section 4.3, which focuses on 5-year estimation window and
10-factor specification. As a robustness check for the analysis on individual equity returns
by Section 4.2, we also report in Table A2 the average Sharpe ratios generated by applying

the four trading strategies to individual equity alphas.

# of 5 10 15 5 10 15
T Factors
‘ Individual Equities Original Portfolios Adjusted for Publication Effects
3yrs OPT 0.71 1.23 1.33 1.25 0.54 0.59 0.54
CSR 0.65 1.22 1.30 1.27 0.52 0.57 0.56
BH 0.49 1.06 1.22 1.25 0.25 0.43 0.57
Lasso 0.56 0.87 1.08 1.09 0.45 0.56 0.47
5yrs OPT 0.71 1.50 1.71 1.71 0.51 0.66 0.67
CSR 0.70 1.47 1.67 1.70 0.55 0.61 0.66
BH 0.65 1.52 1.49 1.67 0.25 0.35 0.48
Lasso 0.62 0.95 1.18 1.23 0.48 0.45 0.47
7yrs OPT 0.81 1.71 1.95 2.01 0.72 0.73 0.79
CSR 0.90 1.64 1.93 1.98 0.77 0.74 0.76
BH 0.38 1.68 1.75 1.87 0.42 0.60 0.48
Lasso 0.83 1.10 1.32 1.54 0.66 0.60 0.74

Table A2: Sharpe Ratios of Arbitrage Portfiolios

Note: The table reports the average Sharpe ratios generated by arbitrage portfolios constructed using OPT
method, CSR, BH, and Lasso, with estimation windows set as 3, 5, and 7 years. The left panel displays the
results when we invest in individual equity alphas. The center panel provides the Sharpe ratios generated
when the investment universe is composed of portfolio alphas. The right panel displays the results when the
publication effects are adjusted for when using portfolio alphas. The center and right panels include outputs
under various numbers of factors in the latent factor model estimation.

Consistent with the evidence on the strength and rareness of alphas from Table Al, the
investment gains from trading portfolio alphas significantly decline after the adjustment for
publication effects. OPT method and CSR yield leading performance under most model

specifications and for both individual equity alphas and portfolio alphas. Lasso generates

IThe Sharpe ratio is the average between January 1972 and December 2020 under the 7-year estimation
window, since our return data start from at January 1965.



second-tier outputs, due to the challenge of locating the optimal tuning parameter based on
highly noisy return data. Notably, for portfolio alphas, we generally capture smaller Sharpe
ratios when we control for fewer factors, which echoes the suggestive evidence from Table A1

on the impact of factor risks.

Appendix B Additional Theoretical Results

Proposition B1. Suppose the same assumptions and information set G as in Theorem 2.
Moreover, we assume that (a) ||B|lmax Sp 1 and Auin(B75) Zp N; (b) v is i.i.d. across t,
E(v;) = 0, and its covariance matriz ¥, satisfies 1 < Amin(Xy) < Amax(Xo) S 1. Then it holds

that, for any strategy w that is G-measurable,
S(w) < (S(G)* + 17,2 + op(1+ 5(G)).

Proposition B2. Suppose that r; follows (1), Assumption 1 holds, u;; ~ N(0,0%), and «
following (5) as in Example 1. We also assume p < N~ N¢<T <N and N~ < p <
N~ for some fized d > d > 0. We denote the Sharpe ratio of the arbitrage portfolio given
by (23), as SR, Then it satisfies SOSR — SR = op(1), where

GOSR _ N'2ppPo?
(T-1 + pp2o—2)1/2°

Suppose further that SOYT does not vanish. It follows that SR = SOFT(1 + o(1)), if and
only if there exists cxy — 0, such that ﬁu/c <cy orv/pTujo > cy' holds for all large N.

Proposition B3. Suppose the same assumptions as in Proposition B2 hold. For any given T,
the Sharpe ratio of the arbitrage portfolio with weights given by (24) denoted by @H, satisfies
§§H =SB 4 op(1 + SOFT), where?

s _ NVVPE(isil s >s)) NY2pp 7 w1l qjaizey bryr(@ — po")da

T oVEGELsee) o[ a8 ey (1= p)yr(@) + pur( — po))d

9

3; = (o + 1;) /0y, and s* is the smallest positive solution of the equation
2(1 = 7)®(=T"%s) = 7p®(TY? ()0 — 5)).° (B.1)

Suppose further that SOTT does not vanish. Then there exists, for any fized € > 0, some T > 0

2If @BH = 0, i.e., no asset is selected, we set SBH — by convention.
3®(-) is the standard normal cumulative distribution function.



such that, as N,T — oo, SPH > (1 — €)SOPT | if and only if VTu/o > /—2Tog p(1 + o(1)).

Proposition B4. Suppose the same assumptions as in Proposition B2 hold. The Sharpe ratio
of the arbitrage portfolio with weights given by W,(\), denoted as ,SA”(M for q = 1,2, satisfies
§17,\ — Shasso = op (1 + SOFT) and §27,\ — SOR = op(1 4+ SOFT), where

Lasso _ NY2E(authn (5:,)) _ Nl/%uf sgn() (2] = N+ dyyr(po™" — w)da
Y VRGN o [ (] N~ poue(a) + porruo ! — o)ds
(B.2)
and SO% s defined in Proposition B2.

Furthermore, if SOYT does not vanish, then S¥° = SOPT(1 + o(1)), under some de-
terministic non-negative sequence of X\, if and only if, for some cy — 0, either \/Tu/a <
ey or VTujo —/—2logp > ¢y holds for all large N.

Moreover, when /Tujo < cy, S¥*% approaches SOFT if and only if X satisfies T*/?\ — 0.
When Ty —+/—2Tlogp > cx', S¥% approaches ST if and only if \ satisfies /T (/o —

d(VTN)
A) = 00 and ST T(a /e E 0.

Appendix C Mathematical Proofs

C.1 Proof of Theorem 1

Since 3 is G-measurable, we can write, for all w satisfying w75 = 0,
wTrypy = wT (@ + uggq).

Because E(usy1]|F;) = 0 according to the specification of (1) and G is a subset of F;, we
have E(u;41|G) = 0. Moreover, since « is F-measurable, it holds that E(u;1a7|G) =
E(E(ui1a"|F)|G) = 0, ie., w,y; and a are G-conditionally uncorrelated. Therefore,
Var(a + ug41|G) = Var(a|G) + Var(ug,1|G). On the other hand, since E(us1|G) = 0, we
have Var(ui41|G) = E(wi1ul1]9) = E(E(wsiul 4] F)|G) = E(2,]G). Finally, we obtain
Var(a + u;11|G) = .. Then, it holds that, for all w € G satisfying w8 = 0,

U(w) = E(w'ry1]G) — gVar(Tt+1|g) =w'a — ngiuw. (C.3)

We first find w that maximize wTa — ngiuw only under the constraint w7 = 0. Next,
we will verify that the solution is unique and is indeed G-measurable, which would prove the

theorem. The first step is equivalent with maximizing



wla — ngiuw + Aw'g,

where A is the Lagrange multiplier such that the solution w satisfies w75 = 0. As the objective
function is clearly strictly concave, we only need to look at the first-order condition, which

reads .
w==S"(a+\3).
K

We can pin down A\ by requiring BTEJI(& + AB) = 0, which gives A = (,BTile)*lﬁTi:l&
and thereby

1~ ~ ~ 1~ _
w= =S Iy + B(BTS,"B) 7 BTE, ) = =5, P Mg T
KR K ”

C.2 Proof of Theorem 2

To simplify the notation, we omit the dependence of 5, ¥ on N, and w on N and T'. All
limits are taken as N — oco. The derivation applies to either fixed T or T' — oo together
with V.

We first note that, given (1), conditioning on G is equivalent to conditioning on the

information set generated by
{(ai+ui,876i7vsuai) : t_T+ 1 S S S 7(;72 S N}

According to Assumption 1, conditionally on X, {(a,a; +w;s) : t =T +1 < s < t}
is independent of {(a; + ujs, By, vs) 1t =T +1 < s < t,5,j/ < N,j # i}. Therefore,
the G-conditional distribution of «; is the same as the distribution of «; conditional on
{ai+us:t—T+1<s <t} and X,. Because o, is independent with («;,u;) for j # i,
the G-conditional distribution of «; is the same as the the G;-conditional distribution of «y,
where G, is the information set generated by {(o; + u;s,0;) : t =T +1 < s < t}. Since G;
is independent across i by Assumption 1, we conclude that, conditionally on G, a; remains

independent across i.
Now define €& = E(wTry1|F) — E(wTri1]|G). By the definition of S(w), we have

S(w) = E(wTrtH]g)/Var(wTrt+1|.E)l/2 + E/Var(wTrt+1|]:t)l/2. (C4)

Since w is G-measurable, it follows that & = wT(a — E(a|G)) and that E(£?|G) =

wTVar(«a|G)w. Then, using Chebyshev’s inequality, we have, for all positive fixed e,

P(IE]/|lwll > €) < E(E*/[[w]*)/e* = E(wVar(a|G)w/||wl]|*)/e*. (C.5)



Because conditionally on G, «; is independent across i, we have Var(«|G);; = d;;Var(a;|G).
It thereby follows that

E(w™Var(a|G)w/||w||?) < E(I%%(Var(ozi|g)) < E(maxaj) = o(1), (C.6)

i<N
where the last step comes from condition (a) of Assumption 1. Combining (C.5) and (C.6),
and using Var(wTry 1| F;) = wTSw > Apin(Z4) [|w]]? Zp Jw]]?, we obtain
€1/ Var(wre | F)V? Sp €]/ [w]| = op(1). (C.7)
(C.7) and (C.4) lead to

S(w) = wE(r141]G) (wTSw) "Y2 4 op(1). (C.8)

Furthermore, if w78 = 0, then it follows that wr, = wT(a 4+ w;) and WEw = WTE,w.

Equation (C.8) then becomes
S(w) = wTa(wTS,w) Y2 + op(1). (C.9)
Applying Cauchy-Schwarz inequality, we obtain
|wT&|2(wTZuw)_1 < &TZ;16 = S(g)Q,

which, combined with (C.9), proves the inequality in (11).
We move on to the remaining results: the equality in (11), (12), and the optimal utility.
They all hinge on the property of w. As a first step, we introduce short-hand notation

1
W= =5, 7P

Yo2a, W= 11@52—1&.
K K v

;1/25 m

Given the specification of G, we have iu = %, and thereby

1 - ~ 1 ~
w=-N"ta—w w--Mg¥,'a=1u —. (C.10)
K K

To establish the equality in (11), (12), and the optimal utility, we now prove that both |||
and [[w']| are op(1), which will then quickly leads to those results.
To this end, we start by analyzing E(a|8, X,,) and Cov(a|X,, 5). We note that

E(@|3, %) = E(a]8, 2,) = E(a|S,) = 0. (C.11)



The first equality comes from that & := E(«a|G) and that S and X, are G-measurable. The
second equality comes from Assumption 1 (b). The last equality comes from Assumption 1 (a).
Moreover, from the analysis above (C.4), a; is a function of {(a;+u;s,0;) : t—T+1 < s < t}.
According to Assumption 1 (b), {(o; +u;s,04) :t =T +1<s <t} and J are, conditionally

on Y,, independent. Therefore,
Cov(&i, &j]Zu, 6) = COV(&Z', &J]Zu) = 5l,JVar(54Z]Zu) (ClQ)

The second equality comes from Cov(a;,a;|X,) = 0 for i # j, which is because (a;,u;) is

i.i.d. across i per Assumption 1 (a). Therefore, it holds that
Cov (@[S, B) < E([lal}ax|Zu)Iy (C.13)
It hence holds that

E(|@0]P[Su, 8) = Tr(S,? P15, Cov(@[Su, B)5, PPy 12, 5, ?)
E(llalRiax|Za) Tr(E, PPy o1 B0 P2, 5y 1/2). (C.14)

IN

The equality comes from (C.11). The inequality comes from (C.12), (C.13), and the well-
known result on Loewner order (see, e.g., Theorem 7.7.2 at Horn and Johnson (2012)). On
the other hand, it holds that

Tr(S, PPy, 50y P12 B0 %) S Te(S PPy Pyiye, 502

= TI‘(]P 1/2 Z ]P’ 1/2 ) PTr(szl/%B) :rank(ﬁ) =K. (C.15)

Both inequalities come from ¥, 2p Iy by Assumption 1 (a). Substituting (C.15) into (C.14),

we obtain

E([@]*I54, 8) Sp B(llalRux[Su) = op(1), (C.16)

where the last bound comes from Assumption 1 (a). Symmetrically, we have

E(|0'1*[5,8) = Te(PsX, Cov(d]Xy, 8)5, ' Ps) < E([lalRax] ) Tr(PsE, *Ps)
e E(llolRax|Za) Tr(Ps) = E([lol}ax]E0) K = op(1). (C.17)

Applying Chebyshev’s inequality to (C.16) and (C.17), we obtain

[l + [l']] = op(1). (C.18)



Combining (C.18) with the second part of (C.10), we establish (12) using the triangle in-
equality.
To prove the equality in (11), we note that, using the first part of (C.10),

1 - e e~ 1 - 2
wla=-a'sla—o', 'S0 =—=a'S,'d+ a8, — —d'a. (C.19)
K K K

On the other hand, applying that ¥, <p Iy by Assumption 1 (a) and (C.18), we obtain
WD Sp o] = op(1),  |uTal < VuTEanS(G) Sellw]|S(G) = op(S(G)).  (C.20)

Substituting (C.19) into (C.20), we establish

@ = %5(9)2 Fop(S(G)), FTEuT = —S(G) + op(1+ S(G)). (C.21)

12
Suppose S(G) Zp 1. Then, if w = w, the equality in (11) indeed follows from (C.21).
Suppose S(G) = op(1). Then S(w) < op(1) and —S(w) = S(—w) < op(1) according to (the
inequality part of) (11) as w is both G-measurable and factor-neutral. In other words, we
have S(w) = op(1) and that the equality in (11) also holds. Applying the classic subsequence
argument, we establish that the equality in (11) holds if w = w.
Finally, substituting (C.21) into (C.3), we obtain (recall &, = %, here)
K 1

U (W) = @76 — S0, = §S(g)2 +op(1+ S(G)).

Taking square root, we establish the optimal utility result.

C.3 Proof of Theorem 3, Corollary 2, and Corollary 3

Proof of Theorem 5. We have established in the beginning of the proof of Theorem 2 that
the G-conditional distribution of «; is the same as the G;-conditional distribution of «;, where
G; is the information set generated by {(o; + w;s) : t — T 4+ 1 < s < t} and ;. Note
that w;, is centered normal, we have that the conditional probability density of {r} =

a; +ups, t — T +1<s <t} given s; and oy, denoted by p(rf|s;, 0;), is

p(rilsio) = T]  oi'olo7 i = si) = S(T'2(3: = 50) f () (C.22)

t—T+1<s<t

Here f(r}) is a function of r; and o; that does not depend on s;. Hence, applying Bayes’

theorem, we have



a; = E()G:) = 0:E(s41Gi) = oy /xp(si = z|rf, 0;)dx
B / rfls; = x,0:)p(s; = x|oy) i
B fp Hsi = !, 07)p(s; = '|o;)da’
_ / r¥|si = x,0:)ps(x) Jr
fp s =, 03)ps(a’)da!

O(TV2(5 — 2))py(2)
f¢ TW EETIIITE

dﬂ? = O'lE(SZ|§Z),

The second line comes from the Bayes’ theorem. In the third line, ps(-) is the marginal density
of s; that is invariant across i, and we use the fact that s; and o; are independent, given by
condition (a) of Assumption 2. The first equality in the last line comes from (C.22). The
second equality in the last line comes from the Bayes’ theorem and that ¢(T%/2(3; —x)) is, up
to a constant, the density of §; conditional on s; = x. We hence establish the first statement
in the theorem.

Next, we note that ¢(a) = E(s;|$; = a) and, conditional on s; = a, §; ~ N(a,T~'). The
marginal density of 5; is then indeed E(¢q/r(a —s;)). Therefore, (18) directly comes from the
Tweedie’s formula, see, e.g., Robbins (1956) . The proof ends. 1

Proof of Corollary 2. Apparently, §; = s; + o; "4, is i.i.d. across i. By direction calculation
and the definition of SOFT in the statement of the corollary, we have

(@T5-1d) ZE (5i10)2) N/z/} (a)da = (SOPT)2. (C.23)

Now we study S(G) = a™,'a = >, E(s;|G)?. Using the fact that a®—b* = (a—b)?+2b(a—0),

we have

B(E(5:1(js 1<) |G)? — B(s:1G)?))

B(E(5:1 s, 150,)|G)) + 2E(E(5:]G)E(5:1 10500} |9)])

B2 (o) + 20/ BE(5:]G)2)B(E(5:1 1150, |G)2)

B2 (aen) + 20/ BE(5:]G)2) (521 50r)

enN7'+ /E(E(s4|G)2)en N1, (C.24)

IN

IN

IN

IN

where the last step holds by the assumption E(s71ys,>cx}) = 0(N ™). Then we have
<| ZE sil{jsii<ent|G)” ZE $i|G)? )

10



< ZE(\E(Siﬂﬂsi\ScN}!g)z — E(siG)])

< en+ \/Z E(E(s4G)?)en = o(1 4 SOFT), (C.25)

where the second inequality is a direct result of (C.24), and the last estimate is given by
(C.23). From (C.25) and (C.23), it follows, respectively, using Markov’s inequality and tri-
angle inequality that

ZE $il{js;1<en}|G)? ZE si|G)? + op(1 4 SOFT), (C.26)

E (Z E(siﬂ{|si|<cN}|G)2) = (SOPT)2 4 o(1 + SOFT). (C.27)

Further, we have

ar (Z E(Si]lﬂsz'SCN]”g)z) = Z Var(B(s;1L{js, e} |9))

< C%ZE(E(SJH%CN}IQ)% =o(1+(s777)%).  (C.28)

For the first line, we use that E(s;1,<cy1|G) is independent across i. The second line is
obvious as |s;|L{js,<cy} < cn. The last line comes from (C.27). Combining (C.27) and (C.28),

we obtain

D Elsilgsiceny|G)? = (SO7)? + o(1 4+ SOT) 4 op(1 + (SO7)?) /2,

Along with (C.26), we obtain

ZE SZ’g SOPT) <1+SOPT).

In light of the definition of S(G), and the fact that
((SOPT)2 + Op(l + SOPT))l/Q _ SOPT —l—OP(l),

we conclude the proof.

Proof of Corollary 3. Because of the tail condition E(s71s,>cy}) < cn N~ for some sequence

cy — 0 and that o; is constant across i, we have

11



E

aTa =Y a7l fjaj<en)| = o(1),

2
E’ > O azeny| =

which, by Markov’s inequality and triangle inequality, respectively, leads to

oaTa = Z s ]1{\az|<CN} + Op (Za Il{|al<cN}> 0 pN

On the other hand, it holds that

ar ( > a?ﬂ{|ai|<w}) < 2B gag<eny) < ok Y E(a]) = chu’pN.
Combining (C.29) and (C.30), we obtain
aTa = p’pN + op(1 + py/pN).
As a result, it holds that
S* = o Wata = o u(pN)V? 4 op(1).

Further, in light of the explicit distribution of a in Example 1, we have

ba) = upcb(a T'2ujo) — ppdla + T"%u/o)
(2 —2p)¢(a) + p<b(a —T'V2pfo) + ppla+ T /o)’
(s97) = H2% [wt@ota—T"ufa) 6l + T/ o)da

Suppose that TY2uc~' — /=2Tog p < C < co. Then we have

pp(a)
b dla — T 1))

1
exp (logp + T2 ot (2T1/2,u0 — C’>

(C.29)

(C.30)

(C.31)

(C.32)

(C.33)

< exp(logﬁ (V=2logp+C) (v/~2log - C))§10.34)

On the other hand, in light of (C.32) and (C.33), we have

(SOPT)2 _ MPN/w T1/2,u/0)da
pN upcb (a =T"?p/o) ey
: / (2= 3p)0(@) + poa— T Pfo) " T HI o)
_ pd(a)
- 5 <2—2p>¢<a—T1/2u/a>+p¢<a>¢(“)da‘

12



We hence obtain from (C.34) that, for N sufficiently large,

(SOPT)zs“ZN(/a>C3_2 da+/ é(a ) ‘”’N(1—%q>( C’)).

This proves the “if” part, given (C.31) and that u?pN/o? does not vanish. Now suppose
TY2307" — \/=2log p — co. Then, for all fixed z > 0, we have, for sufficiently large N,

TY? 1
s|u|p ¢(a +p¢(a),u/0) — exp (—logp o T1/2u0_1 <§T1/2,u0_1 _ $>)
a:la|<x

< exp (—logp—— v/ —2logp —|—CN> <\/—210gp+c]_\,1>)
< exp(—cy/2) =0, (C.35)
/
sup ol +;€; /o) = exp ( — 2TV o N (TP o™t — x)) — 0. (C.36)
a:la|<z

Given (C.32), it holds that

1_ ¢(a+2¢T(1/)2u/0)
1/2 _ a4
1/;((1 +T ,u/a) = Ml N (272p)¢(a?7)11/2u/a) + ¢>(a+27£1/)2p/0) .
pd(a ¢(a

Substituting (C.36) into the numerator, and (C.35) and (C.36) into the denominator, we
obtain that, for all fixed = > 0,

sup
a:lal<z

p i (a+ T2 /o) — 1‘ 0. (C.37)

Since the integrand of (C.33) is always positive and even in a, it holds that, for all fixed

x>0,
N
(SOPT)2 > Kp w(a)(p(a — TI/Z/L/U) — ¢la+ TI/ZM/U))da
02 St/ <a
N
> B b(a)p(a—T"p/o)(1 ~ ex)da
g |a_T1/2p,/0'|§J)
N
> H- ud(a — Tu/0)(1 — ex)da
g la—TY2p/o|<z
2
N
> “J’; (1—cy — 20(—x)).

Here the second inequality comes from (C.36), the third inequality is a result of (C.37), and
the last inequality is obvious. Because this result holds for all fixed x > 0, the “only if” part

13



is proved. 1

C.4 Proof of Theorem 4

Given the length of the proof, a briefly explanation is warranted to clarify the key ideas and
structure.

The whole proof is organized into 5 steps. Steps 1 - 4 demonstrate that the distance
between the conditional expectation vector ¢ := Z;l/QE(odg) = (¥(%1),...,¥(3n))T, and the
estimate {ﬁ = (1Z(§1), . ,&(?N))T, measured by L2 norm, is small compared to S°FT. Based
on the result, step 5 shows the gap between monotonicity-preserving estimate QA/J and 1) in
L2 norm is also small compared to S°FT. This leads to that the Sharpe ratio generated by
wOrT = I\\/Jlgifl/z@z converges to SOPT, proved in the last step.

We note that, because of the rare and weak nature of alphas, E(«a;|G) converges to zero in
probability for each individual i, despite their large collective contribution to Sharpe ratio.

Therefore, we need instead the L2 norm of errors involved in v to converge to zero.

Step 1. Throughout the proof, we use the following notation, introduced in the main text

of the paper,

5 =T" Z(SZ +eis), Si=0a;/0;, pla) =E(oyr(a—s;)), v(a)=E(s]s =a). (C.38)
seT

As in that statement, p(a) is the density of §;, and ¥ (a) is the expectation of s;, conditional
on s; = a.

Intuitively, for assets with large §;, §; is a relatively precisely estimate the true s;. In
contrast, for assets with small §;, more likely §; is driven by noise. As a result, we introduce
B={i <N :|5| <kyT Y2} to scparate the two cases, where ky = ky®. Moreover, we set
1Z and v as the N-dimensional vectors with entries ipz = 12(?9}) and 1; == 1(3;). It holds that

Il =l <D (@ — i)+ > (W — ). (C.39)

i€B i€B°

The majority of the proof (steps 2 - 4) is to establish that @ constructed by us estimates

conditional expectation vector v sufficiently precisely in the following sense:
19 = II* = op(1 + (SOFT)?). (C.40)

The last two steps prove optimality of our portfolio strategy based on the above result. We

end this step by noting that Corollary 2 states

14



l]l = S(G) = SO + op(1). (C.41)

Step 2. This step control the magnitude of ZieB(fbi — 4p;)? of (C.39). Tt does so by

showing

D o(Wi—5) =op(1+(S"T)) and Y (= 5) =op(1+(SOT)).  (C42)
i€ Be i€ Be
Since ; == 9(8;), to bound ", 5. (¥; — §;)?, we show that |¢)(a) — a] is small. On the other

hand, Tweedie’s formula reads

W(a) —a= T—”;/ ((5)) (C.43)

Moreover, we have, for all positive sequence by and all a,

@l < 7 [l aloyr(a - p(a)do

< MT/ bur(a—)py(@)de + sup  Tle — alpyrla — z)
lz—a|<by

z:|lz—al|>bn

< byTp(a) + sup T*2|y|exp(—Ty?/2). (C.44)

y:ly|>bn

The second inequality comes from the ps(x), as a density, integrates to one. Then, choosing
by that satisfies by > T~/2(log N)* with d > 1/2 and by = o(T~2ky), which is always

Y

possible, we obtain, for all a,

P/ (a)| < exTY?kypla) + exTN 2. (C.45)
It hence holds that
/(% /
i a 7
HlZaX ’];)((5))’ Sp sup ’];((a))‘ ﬂ{p(a)ZTl/QN*?’/z} S CNTl/zk’N. (046)

The first inequality comes from (D.13) of Lemma D3. The second directly follows from (C.45).
Combining (C.46) and (C.43), we obtain

P((3; — 1(5))? < exT k%, Vi < N) > 1 — cy. (C.47)
As a result,
D (5 —w(5:))? SpenT R IB < en Y5 Spen D (5 (C.48)
ieBe¢ ieBe¢ ieB¢
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Here the first inequality is simply (C.47), the second holds since §7 > T*IE]QV for all © € B¢
by definition, and the last inequality is a direct implication of the first two. Given (C.48), we
obtain the first part of (C.42) by noting Y, . ¥(8:)? Sp (SOT)? + 1 due to (C.41).

Now we establish the second part of (C.42). By construction we have

271(@) —a = 1 —2]4312\[ ﬁ(a) with p k Z ¢1/T <Sz > . (C49)

=)
—~
&

Similar to (C.44), we have, for all positive sequence by and all a,

T \@—a! §i—a
~
<
Ol < o (1)

T |5; — a (/S\i_a) T |5; — a (/S\i_a)
< + — su
Nk 5 % e R oz kn k%, i:|§i—a|/l§N>bN kn by kn
8, —a NSON
Ton - T
< = sup  [y| exp(=Ty?/2).

pla) +
kn kN y:ly|>bn

Choosing by that satisfies by > T—Y/2(log N)* with d > 1/2 and by = o(T~*2kyky), which

is always possible, we obtain, for all a,

7' (a)| < enTY*knpla) + exnTV2N2. (C.50)
Therefore, it holds that
/\/ A. ~
max 2O g (C.51)
¢ p(Si)

which comes from (C.50) and that p(s;) > N+€N¢1 /1(0) 2 ~5— for all i. As a result, we obtain

~ Nk
the second part of (C.42):
Z(TZ@ — §)% < enT 7 BY|k, + | B°| max 8 — 5i* < exT B[k Sp en(SO7T) + e
i€Be =

Here the first inequality is simply substituting (C.51) into (C.49), the second inequality comes
from max;<y |8 — &| < exT~?ky by Lemma D2, the last inequality holds by (C.41) and
(the last two inequalities of) (C.48).

Step 3. To analyze ZieB@i —1p;)? of (C.39), we introduce an auxiliary function:

J2¢u2/r(a — x)p(x)de
[ é2yr(a—z)ps(z)de’

Y(a) = with v :=4/1+ k3. (C.52)
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Y(a) is essentially the expectation of s;, conditional on 5 = a, where &, ~ N (s;,v?), i.e., 3

has slightly more noisy than ;. The goal is to establish

D (= 9(3)* = op(1+ (SO1)?) and Y (¢ —9(5))F = op(1+ (SO7T)?). (C.53)

i€B i€B

Then the triangle inequality would give us the desired bound on ), B(ipi —1);)%. The current
step proves the first part, whereas the next step will be devoted to show the second part.
We use p(a) and 7(a) to denote the denominator and numerator of 1)(a) as in (C.52), and
use 7(a) to denote [ x¢y,r(a— x)ps(x)dx so that ) (a) = m(a)/p(a). The goal is to show that
p(a) and 7(a) are, respectively, close to p(a) and m(a). We first note that ¢,2(y) and ¢(y) are

close in that, for all y,

[02(y) — oY) < sup [u2(y) — o)+ sup [du2(y) + o(y)]

yily|<ky' yilyl>ky!
< enky'o(y) sup  |y/v—y|+enN72 < end(y) + ex N2 (C.54)
yilyl<ky!

Here we use (D.17) of Lemma D4 (choose j = 0) and that |v™! — 1] =~ k%. We note
b1 yr(y) = VT (ﬁy) (and symmetrically for ¢,2,7(y)). Hence, using (C.54), we directly
obtain that, for all a,

p(a) — pla)] < / (a2 yr(a— ) — dyyp(a — 2)|ps(x)da

< con / ¢1/r(a — 2)ps(z)dr + enVTN? = eypla) + ex VI N2(C.55)

Now we bound the difference |r(a) — 7(a)|. Because ps(x) is a even function, we note that,
for all a > 0,

m(a) = /000 x¢(lal, z)ps(x)dr, and 7(a) = /000 xo(a/v, z/v)ps(z)dz, (C.56)

where
&(CIM $> = ¢1/T(a — l’) — ¢1/T(& —+ :L‘) == ¢1/T(a _ I’)(l _ efZTxa).

Since |(1 —e™¥) — (1 — e ¥/*")| < en(1 —€¥) for all y > 0, it follows from (C.54) and direct

calculations that, for all @ > 0 and x > 0,
|§$(CL/U,CL‘/U) - &(a,x)| < CN&(GVIE) +CNﬁN_2' (057)
Substituting (C.57) into (C.56), we obtain, for all a > 0,
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17(a) — m(a)| < en|m(a)| + en VTN 2 /000 xps(s)da < |w(a)| + enVTN 2. (C.58)

Here the last inequality holds by E(|s|) < \/E(s2) < cx due to condition (a) of Assumption
2. Because 7(a) and 7(a) are both odd functions in a due to that ps(z) is a even function of
x, (C.58) apparently holds for all a.

To establish from (C.55) and (C.58) that 1(a) and v (a) are close, we set A = {a : |a| <
knT~Y2,p(a) > VTN~32}. Then we obtain that, for all a € A,

o E) w5 ()
Wle) =vll = 15 " @ | T 5 ~ p@
7(0) — (@) | |n(a) -2
< (1+4cn) ) +cn ) < CNp(a) + centp(a).  (C.59)

Here the first equality is obvious, the first inequality comes from the lower bound of p(a) (by
the definition of A) and (C.55), the second inequality is a result of (C.58). From (C.59), it
follows that, for all a satisfying a € A,

-2

Y 2 < on N L evi(a)?
[(a) —¢(a)]” < N @) +entp(a)”. (C.60)

where we use Cauchy-Schwarz inequality and the lower bound of p(a). Therefore, we arrive

at
N/ |¢p(a) a)’pla)da < ey + cNN/ Y(a)’p(a)da < ey + en(SOFT)?, (C.61)

which comes from (C.60) and that [ 4 da < 2kn. Therefore, using Chebyshev’s inequality

and comparing the definitions of sets A and B, we obtain

Z(Ibz —i}(éi))zﬂ{ (3;)>VTN—3/2} Sp EZ (Sl))Ql{p(éi)ZﬁN_3/2}

1€EB i€EB

- N/W@—MM%@@Sw+mw“W,
A

where the last inequality holds by (C.61). Given (D.13) of Lemma D3, we obtain the first
part of (C.53).

Step 4. This step proves the second part of (C.53), i.e., we bound ZleB(i/} ¥(5))%. We
introduce p(a) and ¥(a) that mimick p(a) and ¥(a) by replacing the data input § with ;:
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S

- 1
pla) = N—MZ¢1/T ( k

—a
N

) . and ¢(a) =a+ v;ﬁ(a). (C.62)

Then we can decompose the quantity of interest:

Z(fm —(5:))? <) (0(5) — 0(5))* + Z(%i(@) —¥(5))>. (C.63)

We first show that ZieB(@E(éi) —1(5;))? is small. Since we have p(5;) > N+W¢1/T(0) 2 N—\/ki

for all ¢, symmetric to the derivation of (C.51), we have

max ﬁ(gz)
i p(%)

On the other hand, symmetric to the derivation of (C.46), we obtain

ﬁl(éz) < ﬁ/(a) 1/27
Loz S Tk C.65
m?X ]5(5‘1) ~P m?x ﬁ(a) {p(a)>N—3/2} S CN N ( )

§ CNTl/Q’/;N. (064)

where for the second inequality we note p(a) 2 p(a) for all a due to 1 < v < 1. Substituting
a

(C.64) and (C.65) into the definitions of ¥ (a) and ¥(a) ((C.62) and (C.52)), we obtain
max [(5;) — (3:)| Sp exhyT /2 (C.66)

According to Lemma 3 of Brown and Greenshtein (2009), with the additional condition that
max;<y VT|s;| = o(N¥) for every d’ > 0, we have (in our notation) that, for every d > 0,

o (S ridta) - it6)) 5
A scrutiny of their proof of the lemma reveals that this additional condition is only indispens-
able (a) to derive three equalities: (48), (59), and (62) (the way it is used is similar across the

three), and (b) to guarantee that max;<y vVT19(3;) = o(N?) for every d > 0. In the absence

of this additional condition, a weaker result holds: for every d > d’ > 0,
. (Z min{7(5(5) = D(5)* Nd’}ﬂ{ﬁ@KNdf,p(g»mw-l}) SRR

C.67) turns out sufficient for establishing a desired bound on » . @N/J ;) —1(8;))?, which
( ) g 1€B

we demonstrate now. Then we have, for every d > d' > 0,
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ZT(TZ(&) —¥(3))* Sp Z min{T($(5;) — 1(5:))*, N}
<p N%+ Z min{T(P(5;) — ¥(5:))%, Nz s vve-1y S N7 (C.68)

Here the first inequality comes from (C.66), the second inequality comes from that
E <Zi€B ﬂ{p(éi)<\/TNd/71}) < knN? (by the definition of set B), and the last is simply (C.67).

Next, we show that >, 5(1(3;) — 1(8;))? is small. Lemma D2 states that

max 15: — 3] <p xnv = N"Y?(en + E(s?)l/z), with ey = kX (C.69)
1€

Since 1(5;) and ¥ (5;) depends on {s;} and {5,} in the exactly same way, we can obtain the
desired result by exploiting that such dependence is sufficiently “continuous”. Concretely, we

write, uniformly over i € B,

Ip(5:) — p(34)]
1 5 — 5 5 — 3 o o
Ny 2 ¢”T< T ) _¢1/T( T )’ Se VIwky*p(s:) + VINT k!, (C.70)
J

T R S;— 5 L 55— 8
< ST &= soue (T ) = - s (90

<p Txnky'D(Z) + TN kN (C.71)

IN

Here the first inequalities for both results hold by definition (note ¢ ,7(a) = VT$(v/Ta) and
¢'(a) = —a¢p(a)). The second inequalities for both results comes from substituting (C.69)
into (D.17) of Lemma D4. Since p(s;) > N#kNgbl/T(O) 2 N—\/ki by definition, we obtain from
(C.70) and (C.71) that

; < -2 -1 < -2
max 56 <p ﬁXNkN +N < \/TXNk‘N , (C.72)
TN (s,
max P <S’)~(v§) (51 <p Txnky' +VTN™' < Txnkyt (C.73)
1€ PLS;

Then we have

WE PG T )
p(3:) [P (5:) — P (5)] p(5:) 7' (3:) [P(53:) — p(5:)] ”
< max G 56 + max 5G) 75 ) <p T'xnky . (C.74)
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The first inequality is direct algebra. Substituting (C.64), (C.72), and (C.73) into the right-
hand-side of the first inequality, we obtain the second inequality. Combining (C.69) and
(C.74) with the definitions of ¥ and ¥ ((C.49) and (C.62)), we obtain

psi)  p5)
p(E)  p(&)

L~ N
Y _ah(E3))2 < R L
> ($(5) ()" < Nmax|[§i—5;|"+ 7 max

The goal is to show 32, 5((5;) — ¥(5:))? = op(1 + (SOPT)?), which is apparently true from
(C.75) if E(s7) < €3. For the case E(s7) > €3, we observe

E(s7) = B(s7 ey j2<psi1<13) FE( L s, 12en /2y FE(85 L 1y151) < Pl|si] > en/2)+ex/44+en N,

where the last step comes from condition (a) of Assumption 2. We hence obtain P(|s;| >
en/2) 2 €%, which futher indicates Y, Ljjs,j>cn /21 2p Nejy (the sum follows binomial distri-

bution with its standard deviation dominated by its mean). As a result, we write

Nex Sp D exljsizensay Sp D 5 sz S D5 Sp 1+ (SO0 (C.76)

% i i€B¢

Here the second inequality comes from §; — s; = &; and max; |&;] < \/W by the
uniform bound on i.i.d normal variables. The thrid inequality holds by the definition of B,
and the last inequality can be established from holds by (C.41) and (the last two inequalities
of) (C.48). Since E(s7) <14 E(s71y,>13) < 1 by condition (a) of Assumption 2, it follows
from (C.76) that k3 E(s?) = op(1+(SOFT)?). Given (C.75), we prove 3, 5(¢(5;) —(5))% =
op(1 + (SOPT)2). Substituting this result and (C.68) into (C.63), we obtain ZieB({b(’s}) —
0(%:))2 = op(1 + (SOPT)?), i.c., the second part of (C.53). Substituting (C.42) and (C.53)
into (C.39), we finally establish (C.40).

Step 5. The goal of this step is to establish

|4 =9l = op(1 + 5°). (C.77)
We start by defining

Suppose §;, > 5, and 5; < 5; for some (3, j). According to (C.78), we have |5, —5;| < |5, — 5]
and |5, —5;| < |5, —5;|. The former would lead to 5, + 3;, < 25;, and the latter would lead
to 5, + 5, > 25;. They together contradict 5; < 5;. Hence we have 5, < §;, if 5; < 5; for

all (7,7). Since ¥(a) is increasing in a (see, e.g., Efron (2011)), letting ¥F = ¥(§;,), we have

21



Y <of it 5 <5 for all (i, 7). As a result, we have

19 = Pl < 07 =l < Il = ]| + op(1 + SO°T). (C.79)

The first inequality comes from the definition of @//; and that ¢ < o7 if 5; <5; for all (4, )
established above. The second inequality comes from (C.40) proved in steps 2 - 4.

Given (C.40) and (C.79), to obtain (C.77) we only need to bound ||* — ¢||. For this
purpose, we note that (C.78) leads to |§, — 5;| < |§; — §;| for all i. Applying Lemma D2, we
obtain

11;1%)](\[ |51, — 3| <p enkyT V2, I?Z%E}BX 151, — 8| Sp xwvs (C.80)

where xy = N™V2(ey + B(s2)"/2) with ey := k% Similar to (C.48), we have
D (B —=(5)) +(5,—5:)%) Se enT 'Ry BY < ex D 6(5:)* Sp op(14(S977)?). (C.81)
icBe ieBe

Here the first inequality comes from (C.47) and the first part of (C.80). The second inequality
is already shown in (C.48). The last inequality is established right below (C.48). Combining
(C.81) and the first part of (C.42), and applying the triangle inequality, we obtain

> @W(E,) = v(5)* = op(1 + (S°7T)?). (C.82)

i€ B¢

Next, it holds that, uniformly over i € B,

=3
—~
¢
N
|
g~
—
¢
<
-
IN

/ |17 (31, — ) — dryr(8; — x) |ps(x)ds
< (Tlog N)'Y?|5, — &lp(5:) + ex VTN
Sp (Tlog N)2xxp(5:) + en VTN 2. (C.83)

p(3,) —p(5)] < T/ (8, — ) P1yr (81, — @) — (i — 2)d1yr(8 — ) |ps(x)ds
< (Tlog N)|3;, — 5i|p(3:) + cNT N2
S (Tlog N)xnp(3:) + enTN 2. (C.84)

For both (C.83) and (C.84), the first inequalities holds by definition of p(a), the second
inequalities come from (D.17) of Lemma D4 (choose j = 0 and j = 1 respectively), and the

last inequalities come from the second part of (C.80). Then we have, uniformly over i for
which $; € A (A is defined above (C.59)),
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V() — 0 < a8l 'p<§li;(;l§’<5i>’| G L
X~ p(3:) ~ )
Seoxrb + SRS S (B + VT (C.85)

The first inequality is obvious. The second inequality comes from the second part of (C.80),
(C.83), (C.84), that p(5;) > VT N~3/2 by the definition of A, and that 1/v/NT < yn as
T > N for fixed d > 1/2 by assumption. The last inequality comes from (C.43) and

15| < %N as 3; € A. Therefore, we have

Z(w(gll) - ¢(§i))2ﬂ{p(§,‘)zﬁj\/73/2}

= __Z (W(5,) — ¥(5:)* Sp Nk + Tk Z ¥(Z)?
<p (e + E(s2)k} +op(1+ (SOPT)?) = op(1 + (SOPT)?). (C.86)

The equality is obvious and the first inequality comes from (C.85). The second inequality
comes from (C.41) and that T'x% = o(1) due to E(s?) = o(1) and T < N¥ for fixed d’ < 1.
The last inequality is established in the analysis after (C.75). Combining (C.86), Lemma D3,
and (C.82), we establish [[¢* — || = op(1 + SOFT). Substituting this into (C.79) and using
(C.40) lead to (C.77).

Step 6. This step combines (C.77) with (C.41) to prove the theorem, i.e., that the Sharpe

OFT we construct achieves (S°FT)? asymptotically. Since Sharpe ratio

is invariant to scaling of weights, we can treat @W°FT as WOFT = Mg, where w = 2_1/2¢

ratio of the strategy w

Using condition (a) of Assumption 1 and (D.1) of Lemma D1, we have max;<x |0;/0; —
1| <p cn. As a result, we obtain ||S1/2® — || <p cx||¥||. Then, it follows from (C.77) and
(C.41) that

IS0 — || < |82 — Pl + 19 — ¥l Sp enllbll + [ — v]| = op(1 + SOFT).  (C.87)

Hence we have

(@752 = 9Ty <[220 — ¢l[[¢]l = op(1+ (SOFT)?), (C.88)
[OTS — T < (|20 — |+ 2)|S0 2w — ¥f||[¢] = op(1 + (SOTT)?). (C.89)

Here for both (C.88) and (C.89), the first inequalities come from Cauchy-Schwarz, whereas
the last equalities come from (C.87) and (C.41). Further, substituting (C.41) into (C.88) and
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(C.89), we obtain
szi/Zw — (SOPT>2 + 0P<1 + (SOPT)2)7 ?I)Tzuuvj — (SOPT>2 + 0P<1 + (SOPT)2). (C.QO)
Next, we note that

Pyl < [P, *0ll + | Ps(w — S, *0)]
= |IPsX; all + (@ — T,20) Py (w0 — 5,1 2)
< |IPX, ] + o — 2,20 = op (L + SOTT). (C.91)

To obtain the last equality, we note that the first term can be bounded using (C.18) as
W' = 1PsX1a and that the second term can be bounded using (C.87) and 1 Sp Apin ().

Tk

As a result, we obtain
WM, Mgth = T80 + 0P, et — 20078, Path = T8, + op(1 + (SOFT)?). (C.92)

For the last equality, we use (C.89), (C.91), and Apax(Xy) Sp 1 by condition (a) of Assumption

1. Similarly, we write

WTMa = wTa — TP = wTa + op(1 + (SOFT)?), (C.93)
where for the last equality, we use (C.91) and ||a|* <p aX;ta = (SOFT)2,
We now conclude that, when S°FT does not vanish,
§OPT _ ('L/ﬁOPT)Ta _ wTMga _ wTMga + Op(l)
V(@OPT)TE@OPT \ JiTMEMgw  /w0TM g3, Mgw
vT~
= & 4 op(1+ SOPT) = SOPT 4 o (1 4 SOPT), (C.94)

VWTE, 0

The first two equalities hold by definition. The third one comes (C.9) and that Mgw is G-
measurable and factor-neutral. The fourth one comes from (C.92), (C.93), and the second
part of (C.90). The last equality comes from (C.90) (a = 211/2@/)). Because w°FT is G-
measurable and STw°FT = 0, Theorem 2 and Corollary 2 apply. We hence have GOPT <
S(G) + op(1) = SOPT 4 op(1). Because —SOFT is the Sharpe ratio generated by —@°PT, we
also have —SOPT < SOPT 4 55(1). As a result, when SOPT does vanish, we have SOPT = op(1).
Therefore, given (C.94) and using the subsequence argument (see, e.g., Andrews and Cheng
(2012)), we have
GoOPT _ gOPT +op(1 + SOPT>.
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In other words, we have, for all P € P,

lim P(|SOPT — SOPT| > ¢5OPT 4 ¢) = 0. (C.95)

N, T—o0

Suppose the theorem does not hold, then there is a sequence of data-generating processes Py
with Py € P for each k € {1,2,...} such that

limsup lim P,(|SOPT — SOPT| > €5OPT 4 ¢) > 0.

N,T—o00 k—o0

This contradicts (C.95), and the theorem is proved.

C.5 Proof of Proposition 1

By definition we have
(5%)2 = ™M, Mg + 20TMgS, "My 4+ @M, "Miga — T7'N.
We start with the analysis of aTMBE 'Mga. From (D.1) of Lemma D1, it follows

HE — Z HMAX ~P \/T 1IOg]\[ (CQG)

As a result, noting P(0 < Mz < Iy) — 1 and P(3, = Ix) — 1 by the assumption || 5|l max Sp
1 and Apin(878) Zp N, and recalling (5*)? = o™X, 'a, we have

™M S, Mg — a™ME, "Mga| <p /T log N(5%)2. (C.97)

On the other hand, it holds that

ATMY Mg — ™S ol < aTPsX 'Psa + 24/ (a7 1) (aTPs N 1Psa
B~y B8 u B~y LB u B~y LB

Sp a'Pga+ \/(aTEgla)(aTPBQ)
e N7 B + VN oS a)llat B2
Sp E(s}) + S*E(s])V2. (C.98)

Here the first inequality comes from Cauchy-Schwarz inequality. The second comes from
P(X, =~ Iy) — land ]P’% = IP5. We obtain the third line by using A,in (875) 2 N. The last line
holds because of Chebyshev’s inequality and that E(||aT8]?|3,2.) S N||B|3axE(?]3,) <
N||B12iax Amax(Zw)E(s?) by condition (a) of Assumption 1 and condition (b) of Assumption
2.
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On the other hand, because of the assumption E(s?1{js,>cy) < enN71, we have

=B = o(1),

E oﬂE;la — Z 822]1{|5i|<CN}

ZS?BUSHZCN}

which, by Markov’s inequality, leads to

TS = Z 5?1{\8i|<01\r} + op(1).

1

Moreover, it holds that

ZS?]]'{|51'|<CN}

(2

Var

< Z E(s{L{s;j<ent) < Cx Z E(57 Ljsi|<en))-
Using Chebyshev’s inequality, we obtain

(5)? =a™s > Zsfﬂﬂsikw} 2P ZE(S?H{\S,-KCN}) > NE(s7) + o(1).
Combining this result with (C.98) and (C.97), we have

aTMS - Mpa = (S*)?2 + op <\/T—1 log N ((S*)? + 1)) . (C.99)

~

Next, we study aTMgX, *Mgu. It holds that

a™ME;, "My < oM MS; "Mgav/ara < a’avara = Op(((S*)? + 1)T~2). (C.100)

The first inequality comes from Cauchy-Schwarz. The second inequality holds because
P(Mg =~ Iy) — 1, M% = M, and P(iu ~1Iy) — 1 due to P(X, =Iy) — 1 and (C.96). The

third inequality holds by P(3, =~ Iy) — 1 as well.
Now we analyze aTMS; ‘Mg — T-'N. We write

N=uE'S) = > (N (le(Mﬂus)? - (Mﬁﬂ)?>

i<N seT
= T ulME,  Mau, — @™, S, "Mt

seT

= T ulM;sS, Msu, + Op(N/T). (C.101)

seT
The last line comes from ﬂTMﬁﬁglMﬁﬂ <Sp "4 because of M3 = Mz and P(iu ~Iy)— 1.
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Furthermore, I have

UTMS Mgt — 0SS 'a < 2aTS, 'Pair] + aTPsE, ' Pau
<p Varu\/uTPgu + uPgu <p N'/?/T.

A~

(C.102)

Here we obtain the second inequality using P(3, =~ Iy) — 1 and the last inequality using

P(Ps < Iy) — 1. Similarly, it holds that

T2 Z(ugMﬁiglMBut — Ul )

teT
= T Z (2\/ulut\/ W PSPy, + ungigngut)
teT
N1/2
<p Tﬂz (wuluﬂ/uﬂ[”gut +uZPgut> <p i (C.103)
teT
From (C.101), (C.102), and (C.103), it directly follows
AME, ' Mpi — TN = @', e — T2 ulS;  u, + Op(NY2/T + N/T?).  (C.104)
seT
On the other hand, we have
S = —N2(E, - 28) + 5280 (S, — )2
It then follows from (C.96) and P(¥, =~ Iy) — 1 that
TS = —aTE A8, — 25,)t + Op(T ' (log N)u'a)
= —WTY XS, — 28,4 + Op(T 2N log N). (C.105)
Similarly, we have
T2 S uy = —T72) ul 525, — 25,)us + Op(T 2N log N). (C.106)
teT teT
Substituting (C.105) and (C.106) into (C.104), we have
ATME, Mg — TN = —a™s, 25, — 28,)a+ T2 uf S, 2(5, — 25,)u,
teT
+O0p(T'NY2 4+ T~2Nlog N). (C.107)
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Now we analyze EA]u We write

(§u>z,1 = (T’luuT)i’i—i—(MrgﬂﬂTM[g)i,i
+(Pe T uuT); i + (T uuPg)i i + (PeT  uuTPg), ;. (C.108)

From the uniform bound on i.i.d. random variables and ||Pg|yax < N ™! by the assumption
18llmax Sp 1 and Apin(575) Zp N, it follows

[Mpuu™™g|max Sp ||etT||max = HUHMAX <71 log N.

Using P(X, =~ Iy) — 1, this gives

> |aF (2, (Mgua™p);i| Sp T~ (log N) Y i Sp T->Nlog N, (C.109)
<N <N
and
T2 3 3 (50T, | S T (108 M) 3 Y 0y S TN log V. (C.110)
teT i<N teT i<N

Further, we obtain

S E((T w81, 5,)

i<N,ji<K
< 3 BT ) [ S)E(T fruatf) 518, 5.)
i<N,j<K
- Z \/ u 1,0 ﬁTzuﬁ < N3/2K||ﬁ”MAX)\max<Eu> §P N3/2' (Cll]-)
i<N,j<K

The first inequality comes from Cauchy-Schwarz. The last inequality directly follows from

condition (a) of Assumption 1. Similarly,

S E((T BuuT8);4]18,2.)

J<K k<K

< > R )18, S BT S 5),06.8.)
J<K k<K

= Y szu@)j,j(mzuﬁ)k,kSKNHBHMAXAW(EU) Se N (C112)
J<K k<K

From (C.111) and (C.112), it directly follows
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ST udB)igl Sp NP2 YT (T BunB) k] Sp N (C.113)

<N <K J<K k<K

Using (C.113), and noting max;<y |u;| Sp /7T 'log N from the uniform bound on i.i.d.

random variables and [|(878) 7 8|lmax < N ™! by assumption, we obtain

> ja (T uuPy) |

i<N
< D 1T e B)il(878) T Bllmax

<N <K
<p N 'T'logN Z (T~ uuTB); ;] <p NY*T 'log N, (C.114)

i<N,j<K

and

> (Po(T uu™)Py)i|

i<N
< > @(T BuuTB)l1(878) 7 BllRax
i<N, <K<K

Sp NT'T7'og N Y (T Buu™B)jul Sp T log N. (C.115)

JSKESK

Symmetric reasoning leads to

1
T2 DD Ul (T uu™Py)ig| Se NPT (C.116)
seT i<N
1
73 0 D N (Pa(T M uu)Ps)is| S T (C.117)
seT i<N

Substituting (C.100), (C.110), (C.114), (C.116), (C.115), and (C.117) into (C.107) and
(C.108), we obtain

ATMS, Mgt — T7'N = —T2 > A;+ Op(T"'N'?log N + T"2Nlog N).  (C.118)

119N

Here and only here we use short-hand notation

A Z Z w Zl T uuT — 2% )Z iU Uit -

teT ¢ eT:t'#t

Since A; is i.i.d. across ¢, we only need to analyze it for a single i. It obviously holds that
E(4;]2,) = 0. We also note E(((T~ uuT —2%,,);.:)*u; sui 4yt sui ¢ |5,) = 0 unless two elements
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of {t,t',s,s'} are the same, and E(((T~ uuT — 23,);:) % st gt st o | X0) S T*QE(uﬁt@u)

unless elements of {t,, s, s’} only take two different values. Then we obtain

E(A71E0) S THEL B (g, 3)-

u

It hence follows that

T2 A Se TTINYPE@WS, (S, )) S TN, (C.119)

u
i<N

where the last inequality comes from that ¢;; has finite eighth moment by condition (a) of
Assumption 2. Subsituting (C.119) into (C.118), we obtain

M3 "Myt — TN = Op(T"'N'?log N + TN log N). (C.120)

Combining (C.99), (C.100), and (C.120), and noting N'/?T < ¢y and T' < N by assumption,

we obtain
(82 = (5% + op (T*l/%/log N((S*)? +1) + T"INV21og N)
= (") + op(T'NY?1og N((5%)* + 1)).
Therefore, we obtain, under S* > C,

(G2 = (S2(1 + op(T'N2log N)), —> 2 ;*S — op(T'N210g ).

And, under S* < ¢y, we have

(§*)2 _ (S*)Q + OP(T_1N1/2 log N)7 —_— S'\* —S* = op (\/T_1N1/2 log N) )

We note by construction (5*)% = (§*)2 + N/T. Then, under S* > C, it holds that

(§*)2 _ (S*)2+¥+<S*)20p(

V/'Nlog N S*— /(52 + N/T VNlog N
T - S M\ T )

Similarly, under S* < ¢y, we have

(82 = (S")2 + ¥ 4 op (M)

~ &~ (ST N/T=op <M>

T

The proof concludes.
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C.6 Proof of Proposition B1

We note that all the assumptions in Theorem 2, other than the factor-neutrality, are assumed
here as well. Therefore, equation (C.8) in the proof of Theorem 2 stays valid, since factor-
neutrality is used only after the derivation of (C.8). Applying Cauchy-Schwarz inequality to
(C.8), we obtain

[S(w)] < VE(ren|G)TE1E(r44]G) + op(1). (C.121)

On the other hand, it implies by Woodbury matrix identity and from the fact that ¥ =
B, LT + By,
Y= -2 B8t + 8781 B) TS (C.122)

By direct calculations, we have
BTETIB = ((BTZ )7+ 2) 7

Let H; = (8727'8)~! and Hy = %, and using the fact that (H; + Hy)™' — Hy' = —(H; +
Hy)"'H,H,', we have

BIETIB =5, = (72, 8) " +Xu) (TR, B) IR,

Therefore, using the fact that Ay (578) Zp N and that Apax(Z.) Sp 1 by assumption, we

have

Anax (87251 8)71) = Ain(B7E5B) < A (B78) Amax(B0) Sp N7 (C.123)
Also, note that Apayx(X51) = A1 (3,) < 1, and that

Amax (((BTE,18) 71+ 20) 1) = A (B8, 18) 1+ 5,) < Ai(B) S1,
we have
16788 =S Sp N7,

which in turn leads to
FTBTE By = 4TSty + op(1). (C.124)
Next, we show

E(]G)TE "8y = op(1). (C.125)

Notice that E(E(«|G)|%, 5) = E(«|X, 8) = E(«|X) = 0 (by conditions (a) and (b) of Assump-
tion 1), and that, conditionally on (X, ), E(a;|G) is independent across ¢ as demonstrated

in the beginning of the proof of Theorem 2. Therefore,
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B((B(a|G)TS757)*[%, 8) < 3 B(E(a|G) [, ) max(y7 7%, (C.126)

i<N

On the other hand, from (C.122), we obtain
VBT = TSNS 4 BT, 8) AT

Because of /\min(zv) 2, 17 ||6HMAX SP 17 HZUHMAX S ||EUH SP 17 )\min(Eu) ,?_,P 17 Eu Is
diagonal, and (C.123), we have

BT ax SIHES + 8727 8) IS vax Sp Amax((B72718)7) Sp N7V

Hence, we have, for all positive fixed e,
P(IB(alG)TS 59| = |%, 8) < E((E(alG) S )%, 8)/e = op(1), (C.127)

where the last equality comes from (C.126) and that E (3, E(E(x]G)YE,8)) <
> i<y E(af) = o(N) by condition (a) of Assumption 1. Since P(|E(oz|_g)TE*167| > el 5) <1
are uniformly bounded for all N (by definition), we obtain by taking expectations on both
sides of (C.127) that, for all positive fixed e,

P(|E(e|G)TS7'87] > €) = o(1),

which is equivalent to (C.125).

Finally, we derive
E(a|G)"S'E(a|G) = E(a|G)TS, 'E(a|G) + op(1). (C.128)
Following the same derivation for (C.126), we obtain

E(E(G)TE,'BRIZ, 8) < ) E(E(ailG)*[%, B) m?X(EllﬂﬁTEf)m

i<N
Because [|5]|max Sp 1 and Apin () Zp 1, we have
m]aX(EJIﬁBTZu )id S 1ﬁHMAX Se L.

Then given the above result that E(ZigN E(E(a;|G)*2,8)) = o(N), we obtain that
E(|E(a|G)T218I212, 8) = op(N). Therefore, similar to the derivation of (C.125), we ob-
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tain

E(a]G)TE,BlE = op(N).

On the other hand, using (C.123), we obtain

1S, 48751 8) 7 = Anh (S0 + 875, "8) < Amax(B75,'8)" ) Sp N7 (C.129)

Then, using (C.129), we have

E(alG)TS, ' B(3, + 8T, 8) 1678, 'E(a|G)
<|E(alG)"S, ' BlEN(E + 875, 8) 7| = op(1),

and hence, in light of (C.122), we obtain (C.128).
Given that E(r,11|G) = E(«|G) + 57, it follows from (C.124), (C.125), and (C.128) that

E(rea|G) ST E(ri]G) = B(e]G)TE, ' E(alG) + 978, + op(1).
In light of (C.121), we conclude the proof.

C.7 Proof of Propositions B2, B3, and B4

We present the notation that is used throughout Section C.7 and Appendix E to facilitate

the exposition of our proofs. We write
(= \/T;L/U, 5 =VTs, 2 =VTs.

( represents the signal strengh of our alphas. Zz; is simply the ¢-statistic and Z; is hypothetically
what the t-statistic would be in the absence of risk factors. Next, we introduce soft- and hard-

thresholding functions:

Ui(a,\) = sgn(a)(la] — A),  Uy(a,A) = algazyy.

Then, for ¢ € {1,2} and i € {1,..., N},

Ui = 0,0 N), DN =0, (3 ).

Further, qu()\) and LAZJq(/\) to represent, repectively, the vectors (;/;q(i'l, Ay ,;Dq(ZN, A))T and
(@%1()\), . ,@%N(A))T. Based on zzq()\), we introduce w;(A) = f);l/z@q()\). The purpose of
doing so is that @, (A), with appropriate choice of ), incorporates the weights of Lasso, CSR,
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and BH methods all as special cases. Lastly, we define

) DMz  NY2E(, (M)
T oM (VT T B, ()22

§(’1()\) is the Sharpe ratio generated by the strategy wy,(\). S¢()), again with appropriate
choice of ), incorporates as special cases SF, SBH and SVASSO (the probability limits of

Sharpe ratios) all as special cases.

C.7.1 Proof of Proposition B2

By definition it holds that 3@ = w;(\) under A = 0. Hence we have SR = §;()), choosing
A = 0. In other words, CSR is a special case of Lasso. On the other hand, by definition we

have, choosing A = 0,

Shasso — N2 (5,6, )E(5%) 712, (C.130)
Moreover, we can write
VT x E(3si) = % a(¢(a—C) — dla+ ¢))da = pg—c, (C.131)

T xE(5) = /a2(¢(a) +pdla—C))da=1+p(1+¢*) = (1+0(1))(1+ p¢?). (C.132)

For both lines, the first equalities come from the distribution of «; imposed by Example 1,
s; = a;o~ ! by definition, and VT (8; — s;) is standard normal. The second equalities hold
by direct calculations. The last equality of the second line comes from p — 0. Therefore, it
holds that, choosing A = 0,

S«\CSR _ 3«\1()\) _ S}I\,asso +0P(1 + SOPT) _ GOSR + Op(l + SOPT)‘ (0133)

Here the second equality comes from Sj(\) = SLasso 4 op(1 4+ SOPT) as in Proposition B4.
The third equality comes from (C.130), (C.131), (C.132), ¢ = v/Tu/o by definition, and that
|SCSR| < SOPT 4 0p(1) by Theorem 2 and Corollary 2.

Now we verify the sufficient and necessary condition. We utilize the last equality of
(C.133), i.e., that CSR is a special case of Lasso, and the optimality conditions for Lasso
provided in Proposition B4. We start with the “if” part. Invoking the classic subsequence
argument, we only need to consider the two cases v T /o — 0 and v/pT /o — oo separately.
The former case is obvious since A = 0 certainly satisfies 7"/?A — 0 condition required by
Proposition B4. For the latter case, noting that v/pT /o — oo always leads to /T /o —
Vv—2logp — oo due to —log p =~ log N by assumption, we only need to verify that, under
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A = 0, we have both VT(u/o — \) — oo and p(HTﬁg;/TT(i;U_/\)Q — 0 as in Proposition B4.

Both are obviously true.

Next we show the “only if” part. As \/Tu/a — 0 is violated, we only need to show that,

if /pTu/o — oo is violated, we would not have p(Hqu\ggi;Uﬂ\)Q — 0 under A = 0. This is

also obvious. The proof ends.

C.7.2 Proof of Proposition B3

Proof of Proposition B3, Part 1. In this part we prove §71_3H = SBH 4 op(1 + SOFT). By
assumption there exists fixed d > 0 such that g < N~¢. Then there exists fixed (dy, do, d3)
such that 0 < d; < dy < d3 < min{d, 1}. We also set ¢, = \/2(1 — z)log N.

We let 2 = —(Dfl(p@)/Q) and z' = —q)*l(p(gﬂ)/Z), where we recall ® is the standard

normal cdf. In other words, Z and Z’ are the t-statistics whose p-values, calculated based on

standard normal distribution, are P and PGy We further define, for j € {0, +, —},

my(a) =Y Lyzzas my(a) = ) Lgzizap

1€H; 1€H;
where Hy ={i < N :a; =0}, Hy ={i < N:a; =(}, H. = {i < N : a; = —(}, and

2, = TY?3, is the t-statistic of stock i. From the definitions of ¥ and ¥, we obtain

2NP(—2 2NO (-7
(=2) — <7, (=) >, Z m;(%') = Z m;(2) + 1.
Zj€{0,+,—} m] (Z> Z]E{O,—l—,—} m.] (Z ) j€{0,+,—} j€{07+,—}

(C.134)
Given (E.74) and the monotonicity of m;(z) in z, there exists a positive sequence by =
0 (1/+/log N) such that, with high probability, uniformly over z, and for j € {0, +, —},

Further, noting %, is i.i.d. across i, we obtain from equation (13) of Liu and Shao (2014) that,

for all deterministic sequences (ay, a’y) satisfying N®(—ay) — oo and pN®({ — ay) — oo,

o (z)

IND(—2) 1 =oelt)

sup
0<z<ayn

- 24 (2)
- 1' = op(1), OSSZHSIZN pNO(( — z) + pNO(—C — 2)
(C.136)

Using (E.15) and —®~'(N™') = /log N, we note that, for by = o(1/v/IogN), ®(—z +
bn) = ®(—2)(1 + o(1)) uniformly over |z| < —®~'(N~'). Hence we obtain from (C.135)
and (C.136) that, for all deterministic sequences (ay,a’y) satisfying N®(—ay) — oo and
pN®(C — a)y) — oo,
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mo(z) 2my (2)
su ——— — 1| = op(1), su — 1] =op(1).
O§Z§I()1N 2NO(-2) ) P(1) ogzgligv pNO(C —2) + pNO(—( — 2) P
(C.137)
In addition, it follows from (E.15) and the second part of (E.1) that, uniformly over z > 0,
———~ < h(z), with h(z) = ————€¥ %5, C.138
o= " Do (G139

Here a* is introduced in the statement of Lemma FE1, so is (* which appears below. We now
establish that, for all fixed (z,2’) satisfying 0 < 2" < x < 2, if supy.., h(2) 2 1, then
i>nf h(z) — 0. (C.139)

Since h(z) < e8+(==2)C by definition, it holds that, if supy<.<., h(z) 2 1, there exists
0 < ay < ¢, such that h(ay) 2 1 and thereby

elog an+(any—a*)¢ Z 1.

Because a*( — logay = log N by the first part of (E.1), (* 2 v/log N due to our assumption
on p, and ay = o(log N), we have ( > ay'log N > /log N. For all z satisfying z — ay >
co — Cz 2 V/Iog N, it holds that h(z) 2 h(ay)z 'e®*= )¢ — oo as ¢ > /log N. We hence
establish (C.139).

We first suppose z* > ¢g4,. From (C.138) and the definition of z* (B.1) we have h(z*) = 1.
Then, since dy < d3, it follows from (C.139) (by contradiction) that

sup p®(¢ — 2)

— 0. C.140
0<z<eq, P(—2) ( )

Using (C.140), and applying (C.137) and the monotonicity of m;(z) and ®(—z) in z, it holds

that, for all (random) sequence z satisfying 0 < z < ¢y,
mo(z) = 2N®(—2)(1 +op(1)), m+(2) = op(NP(—2)). (C.141)

Here we also use p®(—( — z) < ®&(—z). Comparing (C.141) with (C.134), we have that
P(z < cq,) — 0. We hence have, with high probability,

EpNO(C — 2) < 2pND(C — cay) < pNB(—cq,) = op(p*N?) = op(1). (C.142)

Here the second inequality comes from (C.140), the first equality comes from d3 < d, and the

last equality comes from p < N~%. (The situation where ¥ does not exists is equivalent with
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Z being so large that sup; |z;| < Z and is hence a special case.) Given (C.142), Lemma E7
applies and we obtain B?H = 55(%) = op(1).
On the other hand, we have

GBH _ N1/2E<¢2,i(2*)5i) <NNl/QE(Wu(Z*Nl{a#&\éilzz*})

E(y,(29)?)2 TE (g (2%)2)1/2
< g\/NE(:H‘{Oéi7é0,|2i|ZZ*}) < g\/QpN@(C — 29) < pu/NO(—2) = o(1).

The second inequality comes from Cauchy-Schwarz inequality, the last inequality comes from
(B.1), and the last equality comes z* > ¢4, and N®(—cg,) = op(N?) as dy < d. Hence we
prove SBH — SBH — 40(1) under 2* > cg,.

Now suppose z* < ¢g4,. Then it follows from (C.138), (B.1) and (C.139) that, as d; < da,

g p®(¢ — 2)

. 14
Yy — 00 (C.143)

Since d; > 0, we have N®(—cy,) — 00. Given (C.143), we further have pN®({ — ¢q4,) — 0.
Applying (C.137), and using (C.143), it holds that

mo(ca,) = op(p@(C = cay));  ma(ca,) = p®(C = ca)(1 + op(1)). (C.144)

Let h(z) = 2N®(—2)/ 3 ici0.4+,—y Mi(2). From (C.144), we know that h(cg,) = op(1). Since
h(0) = 1, we know that with high probability Z exists and satisfy 0 < zZ < ¢4,. Since ®(—z)
is decreasing in z, we have N®(—Z2) — oo and pN®({ — Z) — oo in probability. Therefore,
we obtain from (C.137) that

mo(2) = 2N®(=2)(1 +0p(1)), m=(%) = gN(CP(C —2) +0(=C—2))(1 +o0p(1)). (C.145)

Since 2’ < z, (C.145) would still hold if all Z are replaced by Z’. Hence, substituting (C.145)
back into (C.134), and noting ®(—( — z) < &(—=z), we have

2(1 = 7)P(—2)

g =L, (C.146)

Next, using (B.1) and (E.15), we note that z* < ¢4, leads to that ¢ 2 v/log N (see a few lines
after (C.139)). As a result, using (E.15), and comparing (B.1) and (C.146), we have

15— 2*| = op (1/@). (C.147)
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We finally obtain

SBH _ W, (T~22)"Mga
T o|Mpwg(T2Z)|

= So(2%) + 0p(SOFT 4 1) = SBH 4 0p(SOPT 4+ 1).

where the first equality holds by definition, the second comes from (C.147), pN®({ — z*) >
pN®(C — c4,) — o0 (see after (C.143)), and Lemma E6 (choose ¢ = 2 and (N, \) = (2, 2%))),
and the last holds by Sy(z*) = SBH due to ¢; = E(s;|G) and that &qﬂ-(z*) is G-measurable.
We hence prove SBH — §BH — 4, (GOPT 4 1) under 2* < cq,. I

Proof of Proposition B3, Part 2. In this part we prove that the sufficient and necessary con-

dition is correct. By definition it holds that

SP Sa(zf) E@’ A(2)) _ ~
SoPT SQOPT - E(@Zz,i(Z*;)l/zE(?ﬂ?)l/z = Corr(i, ¥5,,(27)). (C.148)

The first equality holds by Sy(z*) = SPH due to ¢; = E(s;|G) and that 171(171(2*) is G-
measurable. Since p — 0 by assumption, we know that z* — 0 does not hold as it con-
tradicts its definition (B.1). Moreover, we have that, using the first part of (E.1) and that
—log p = log N by assumption, ( —a* > —cn+v/log N and ( —(* > —cy+/log N are equivalent.
Hence, according to (E.23) and (E.24) of Lemma E3 (choose ¢ = 2), using (C.148) and the
subsequence argument, and recalling ¢ = v/T u/o and ¢* = v/—2Tlog p, we readily obtain the
“only if” part. Then we study the “if” part, according to (E.25), we only need to show that,
for all fixed € > 0, there exists a fixed 7 > 0 such that, for large IV,

O(—2z*)

B S €. (C.149)

The rest of the proof is to show (C.149). Rewritting the definition of z*, and noting 7 is

fixed, we have
pP((—2") 1-7
20(—2z*) T

~ 1. (C.150)

Using (E.15) and the second part of (E.1) (recall x(a) and a* are introduced in the statement
of Lemma E1), noting x(a) := 5¢(a — ¢)/é(a), we obtain from (C.150) that

h(z*) : &

_ (z*—a*)¢ —
= —¢ ~ 1. C.151
1+ (2" = () ( )

Here we also introduce h(z*) as short-hand notation. Suppose z* > a* + 1. Then h(z*) >

el*=1¢ — co. Suppose a* < z* < a*+1. Then h(z*) > ZJF(IJ—CLCH — 00. Suppose 2" < a*—1.
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Then h(z*) < a*e™¢ — 0. Hence we conclude a* — 1 < z* < a* for large N. Therefore, it
follows from (C.151) that

e S C.152
e ~ . .
1+ (a* = Q)+ ( )

It then holds that, when { — (* > —cy+/log N,

" 1 a*
CoF S R,
1 1+((l*—<)+ a* 1
5 14+ (CL* _ C)+ pe log 11 (a* — <)+ <o (m) . (C.153)

The first inequality follows from (C.152). The second inequality comes from a* =~ ¢ due
to the first part of (E.1) and (* = /log N by the assumption on p. To obtain the last
inequality, we utilize that (a* — ()4 = o(a*), again due to the first part of (E.1), and that

lim, .o 7' logz = 0. We hence obtain

b= =9 . . R T N
N g (=) ola— 0 =o (=0 ) = of0tc -0

(C.154)
The first inequality is obvious given that z* < a* for large N. The first equality comes from

(C.153) and that sup,.,i<qtj.p-1 ¢(* +y) S ¢(z) uniformly over z. The last equality is a
result of (E.15). It follows from (C.154) that (¢ — a*) = ®(¢ — 2*)(1 + o(1)). Combining
this result with (C.150), we further have 2®(—2*)/(p®(¢ — a*)) = (L +o(1))7/(1 — 7). We
hence prove (C.149) and the proof concludes. B

C.7.3 Proof of Proposition B4

By definition, we have 1 ;(\) = 7; " ¢1(5i, \) = T~V2G; 41 (Z, TV2N) = T~12@, (T/?)) and
U1 (8, \) = T4, (TY/2)). Hence, it holds that

~ D1 (\)TM
Sin w; (A) Mg

a Nl/zE 7 VZ‘ /\
_ i(Tl/Q)\), S}:asso _ (¢ U (8 ) ))

~ oM (M) = o1 1/2 .
0||M51T11()\)|| E(¢1(§i, )\)2) S (T /\)7 (C 155)

where the first equality in the second part comes from v¢; = E(s;|G) and that (8, \) is
G-measurable.
Suppose A satisfies pN®(¢ — T"/?2)\) — co. Then we have

Sia = SH(TY2N) = Sy (TY2N) + 0p(SOPT + 1) = SE%° 4 0p(SOPT 4 1). (C.156)

Here the first and last equality comes from (C.155) and the second equality comes from
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Lemma E6 as pN®(¢ — TY/2)\) — oo (replace both A and A with T/2) and choose ¢ = 1).
Now suppose pN®(¢ — T'/2)\) < 1. It holds that

NYZE (i, ,(TY?N)s;) _H \/

1/2
SITA) = (1/11 (T1/2)\ 1/2

(Lgj5,120,05220}) \/ZpN(P —T12)) = o(1).

(C.157)
Here the first equality comes from ¢; = E(s;|G) and that iu()\) is G-measurable. The first
inequality holds by |s;| = 214,20y and Cauchy-Schwarz inequality. The second inequality is
obvious. The last equality comes from p = o(1) by assumption. Since pN®({ — TV/2)) < 1
leads to p2pN®(¢ —T'2)\) — 0, Lemma E7 applies and hence S}(T%/2)) = op(1). Combining
with (C.157), we obtain S| (TY2)\) = S1(TY2X) + op(1). Given (C.155), we obtain 5;(\) =
SLasso 4 on(1) under pN®(¢ — T2)) < 1. Hence we establish S;(\) = U0 4 op(1) with
the classic subsequence argument.

Finally, it holds that

Sk S\(TY2)) B, (T2\)¢h) -
sorT =~ ot :E@u(crm)?)l/m(w%)mZCOHWM,AT”QA», (C.158)

where the first equality comes from (C.155) and the second comes from the definition of S}
and SOPT = N'/2E(¢)2)1/2. On the other hand, we have that, using the first part of (E.1) and
that —logp = log N by assumption, ( — a* — oo and ( — (* — oo are equivalent. Hence,
according to (I£.23) and (.24) of Lemma E3 (replace A with 7/2)\ and choose ¢ = 2), using
(C.158), and recalling ¢ = v/Tju/o and ¢* = /—21og p, we obtain the remaining statements
of Proposition B4.

Appendix D Lemmas supporting Section C.4

Lemma D1. We define u; = T! Y eet Wis- Suppose Assumptions 1 and 2 hold and that
18llmax Sp 1 and Auin(B878) Zp N. Also suppose log N < T < N¢ with fized d < 1. Then it
holds that, as N, T — oo,

11211%}]{\[|J —ol| = Op( (logN)/T), (D.1)
max [(Bsa)| = Op (1/VIN), (D.2)
max [(Pga)i| = Op(NT'ZE(s)"/?). (D.3)

Proof. We start with (D.1). First of all, we write
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~2 _ _
max 67— of| < [M(T uu — @My — Tllvax

< [[MgE,Mp — 3, |l max + ||M5(T_1uuT —uu’ — X,)Mpg|jmax. (D.4)

Now we establish the upper bounds of the two terms in the second line. We write

IN

M3, Mg — X [lnax [PsXuPslmax + 2[[PsXy||max

(NIPsllmax + 2)IPsllmax [ Sullmax Sp N7 (D.5)

IN

The last inequality comes from [|Ps||max < C|lB13ax/l(878) lmax Sp N1, which is true

by assumption. On the other hand, we have

Mg (T un’ — aa™ — 3, ) M| max
< T ' uu — au’ — By [laax (14 2N||Psllaax + N?[[Psllvax) Sp v/ (log N)/T',(D.6)

where the last inequality comes from the uniform bound on i.i.d. normal variables, log N < T
by assumption, and that Apax(2,) Sp 1 by condition (a) of Assumption 1. Substituting (D.5)
and (D.6) into (D.4), and noting N~ < C'y/(log N)/T by assumption, we obtain (D.1).

We obtain (D.2) by writing

max [(Pg)i| < C||Blmax[|(B76) ' lmax max |(8Ta)i| Sp max N7H(6Ta)x| Sp 1/VTN.

1<i<N 1<k<K 1<k<K

Here the last inequality comes from that K is fixed, E(u,u;|3,X,) < 0;
(a) and (b) of Assumption 1, and Apax(2,) Sp 1.

Finally, we write

02T~ by conditions

max_|(Psa);| < C|18]lmax||(B78) " lmax 12}2%(&(}%\ < ON7!' max |(BTa)|. (D.7)

1<i<N 1<k<K

On the other hand, from condition (a) and (b) of Assumption 1 and condition (a) of Assump-
tion 2, we have E(o;a;|8,2,) = 0; j07E(s?). Therefore, as K is fixed and Apax(X.) Sp 1, we
have

max (B7)i| Sp en N2 Bllmax Sp NYV2E(s?)'/2, (D.8)

Substituting (D.8) into (D.7), we obtain (D.3). &

Lemma D2. Suppose Assumptions 1 and 2 hold and that ||B||3ax Sp 1 and Auin(B76) 2p N.
Also assume N < T < N¥ with fized d > 0 and d' < 1. Then it holds that, as N, T — oo,

max ‘:9\1 — §Z‘ SP CNTil/Z,l\C/N. (Dg)
1<i<N
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If we additionally have T = N® with fized d > 1/2, then it holds that, as N,T — oo,

gl <
IZI?BXLSZ S <p xn- (D.10)

Here xn = w/l/N(k:;r’V+E(s§)1/2), and set B is B = {i € N : TV2|5| < ky}, with ky = kN2

Proof. By definition we have

Psa); Psu); i 5
@—gi:J 50); _ (Ppt)i | (§—1> e (D.11)

@ o)

Since T' > N? with d > 0 by assumption, (D.1) of Lemma D1 leads to max <<y |0, — 02| =
op(1). Then, noting min; o; Zp 1 by condition (d) of Assumption 1, we obtain min; o; 2p 1.
Applying (D.1) again, we have max; ‘g— - 1) <p \/W. Using these two results, and
substituting (D.2) and (D.3) of Lemma D1 into (D.11), we obtain
max, |5i— 8| <p xn++/ (logN)/T max 5], max [5i— 38| <p xn++/ (log N)/Tr?ean |5].
(D.12)
Since P(|s;] > 1) < BE(slgs,>13) < exN~! by condition (a) of Assumption 2, we have
P(max; |s;| > 1) < cy. Combining this result with max; |5;| <p \/(log N)/T by the uniform
bound on i.i.d. normal variables, we obtain max;<;<y |3;| <p 1 (again noting T > N? with
d > 0 by assumption). Then we have /(log N')/T max;<;<y |5;| <p T~/?/log N. Also, we
have xny < exyT7'? since T = o(N) by assumption and E(s?) < 1+ E(s?1y,,513) S 1 by
condition (a) of Assumption 2. Substituting the two bounds into the first part of (D.12), we
achieve (D.9).
On the other hand, the definition of set B leads to max;ep |5 < T~V 2kn. Then, noting

T > N% with d > 1/2 by assumption, we have /(log N)/T maxep |%| < /1/Nk3¥ < xw.
Given the second part of (D.12), we obtain (D.10). §

Lemma D3. Suppose Assumptions 1 and 2 hold and that ||B||3ax Sp 1 and Auin(B76) 2p N.
N <T < N with fived d > 1/2 and d’ < 1. Then it holds that, as N, T — oo,

P(p(3) > TY2N"32 Vi < N)>1—cy. (D.13)

Proof. Note that when |z| < 1, we can find C' > 1 such that a > C implies |a — x| > C' — 1.

Therefore, for |z| < 1, we have

/ ¢1/7(x — a)da < VT exp(=Ta?/2)da < exp(=T) < ex N7 (D.14)
e

laj>C—1
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The last step comes from T > N¢ for some d > 1/2 by assumption. Then we can bound

/|al>cp(a)da < /|a:|>1ps(:c)dx+/x|<l /|a>c é1 7z — a)dap,(z)dx

< / ps(x)dx + sup / ¢1r(z — a)da < cyN~'. (D.15)
|z[>1 la|>C

x:|z|<1

Here the last inequality comes from (D.14) and ﬁz‘ZIps(x)dx < E(silgss1y) <
E(s?1js;>eny) < cnN~! by condition (a) of Assumption 2. It follows from (D.15) that

P(p(él) < T1/2N73/2> = /ﬂ{p(a)<T1/2N3/2}p(a)da

S CN]V_1 —|—/ Il{p(a)<T1/2N_3/z}p(a)da S CNN_I. (D16)
la|<C
The last inequality also uses T' = o(N) by assumption. (D.16) proves the lemma by Bonferroni
inequalities. &
Lemma D4. It holds that, for j € {0,1} and for all (a,a) satisfying |a — a| < 1/4/6log N,

as N — oo,

[ (a) —ad(a)] < (log N)I/2|a — a|g(a) + ey N2, (D.17)
o(@) < (log N)IHI2(1+ |a)"UF (g(a) + exN72). (D.18)

Ql

Proof. We first write that, for all a and for 5 € {0, 1},

@/ ¢(a) — @(a)] < |a@ — allp(a) + (|a’ — a’| + |al?)|é(a) — ¢(a)l
< |a—alé(a) + (@ — a| + |af)d(a)|e=* "2 —1].

On the other hand, for all sequence by satisfying by > 1, and for all (a, a) satisfying |a| < by

752)

and |a— a| < by, we have |e=(@*~2)/2 1| < |a—alby. As a result, for all such by and (a, a),

it holds that, for j € {0, 1},
@’ ¢(a) — @ p(a)| S bY ' |a — alé(a). (D.19)
Moreover, it holds that, for j € {0, 1,2} and for all by that satisfies &'y > /5log N,

sup |a’¢(a)] < eyN~2 (D.20)

a:|a|>b)y

Then, choosing by = +/6log N, which ensures by > +/dlog N and by — b]_\,1 > y/blog N for
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large N, we obtain (D.17) by combining (D.19) and (D.20). Further, (D.18) would directly
come from (D.17) by choosing 7 = 0 when |a| < /61log N, which guarantees (log N)(1 +
la])™2 = 1. For |a| > +/6log N, we obtain (D.18) from (D.20) by choosing j = 2, because in
this case we have |a| > v/5log N for large N, and 1 + |a| ~ 1 + |a|. The proof ends. §

Appendix E Lemmas supporting Section C.7

Lemma E1. Suppose that ry follows (1), Assumption 1 holds, u;; ~ N(0,0?), and a following
(5) as in Ezample 1. Also assume N~¢ < p < N~ with fized d > d > 0. Recall we

define p(a) and (a) in Corollary 2 and ®(x) is the standard normal cumulative distribution

function. Then it holds that (i) when ( — (* < —+/log N,
[ vtartada = (1A Cpdia — 20
(11) when ¢ — (* > —cn/log N,

/w(a)2p(a)da ~ 12 p®(¢ — a”).

Here v == /276" ¢+ and x(a) are defined by ¢* = \/—2log(p/2) and x(a) =

¢)/¢(a), and a* is the solution of x(a) = 1.

Proof. Tt follows from definition that

and  x(a) = exp((a — a”)().
By definition we have

T712p(17%a) = (1= p)é(a) + Eo(lal = )+ So(lal + ).
Because ¢(|a] + () < ¢(a) and p — 0 we have, uniformly over a > 0,

T2p(171%a) = (14 o(1)) §la — ) (1 +x(a) ™).

We also note ¢(a + () = exp(—2a()é(a — (). Therefore, uniformly over a > 0,

1 — exp(—2a()
L+ x(a)™!

(T 2a) = (1+ o(1))u
As a result of (E.2) and (E.3), it holds that
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/w(a)Qp(a)da = (1+0o(1)p*pB*, with B*:= /000(1 — exp(—Qa())Q%gb(a —()da.
(E.4)

Then the goal becomes characterization of B* across different cases. For this purpose, we
introduce two set sequences A; = (0,a*) and Ay = (a*,00). Based on these sets, we define,
for j € {1,2},

= —exp(—2a :_x(a) a—()da L= —exp(—2a())?¢(a—2¢)da
&—A@ p(~200)* 5 s 0la—C)e, %-/ﬁ p(~2a0))?6(a—2()da. (E.5)

It apparently holds that B* = By + By. Furthermore, from the first part of (E.1), we note
(a* — oo and thereby sup,s,- exp(—2a¢) — 0. From the second part of (E.1), x(a) < 1 for
all a < a* and y(a) > 1 for all @ > a*. Hence, it follows from (E.5) that

&z[h—mw%ma@whom7&z/fwhom. (E.6)

We note x(a)p(a — ) = tp(a — 2¢). Applying this relation to the two parts of (E.G), we
obtain, respectively,
By =B}, By < (B, (E.7)

where, for the second result, we use that inf,>.(1 — exp(—2a¢))*x(a) =2 1 due to
inf,>q+ x(a) > 1 and inf,>,.+ a{ — oo by the first part of (E.1).

Now we gauge the magnitude of B; and B, for cases (i) and (ii). We further separate case
(i) into two subcases: case (ia) where ¢ < 1 (under which ¢ — ¢* < —y/log N always holds,
as (* 2 v/log N by the assumption p < N~¢ with fixed d > 0), and case (ib) where { — oo
and ¢ — ¢* < —/log N. We start with case (ia) where ¢ < 1. We note

¢(a — 2¢) exp(—2a() = d(a) exp(—2¢*),  d(a — 2¢) exp(—4aC) = ¢(a + 20). (E.8)
Using (E.8), we obtain
B+ B}, = /(1 — exp(—2a¢))?¢(a — 2¢)da = 1 — exp(—2¢?). (E.9)
Moreover, it apparently holds
Bl < ) é(a — 2¢)da = (2¢ — a*). (E.10)

On the other hand, when ¢ < 1, we have a* — 2¢ > (*?/(3¢) for N sufficiently large. Then,
when ¢ <1
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L el /186 0 o

where the last convergence comes from (* — oo (by the assumption p < N~¢ with fixed
d>0), (**/¢ — oo (as ¢ £ 1), and lim, 4 zexp(—2?) = 0. Since 1 — exp(—2¢?) =~ ¢* under
¢ <1, combining (£.9), (E.10), and (E.11), we obtain that, when ¢ < 1,

(TPR(2¢ —a") S

By =¢*  By=o(*). (E.12)
Substituting (E.12) into (E.7), we obtain (recall B* = By + Bs) that, when ¢ < 1,
B* = (%™, (E.13)
(E.4) and (E.13) together lead to [4(a)?*p(a)da =~ p*¢*pe=". Given ¢ =~ e ¢* and ®(a* —
2¢) = 1 (by the first part of (E.1)) when ¢ < 1, we prove the lemma for case (ia).

Next, we study cases (ib) and (ii). We note in both cases we have ( — oco. Using (E.8)
and ®(z) = 1 — ®(—x), we obtain by direct calculation

B, = / " p(a—20)da = B(a*—20)—28(—20)+B(—a®—20) —exp(—2C)(2B(a*)—1). (E.14)

We note that, uniformly over =,

P(z+), (E.15)

Where r, = max{z,0}. Using (E.15), we obtain ®(a* — 2() > ®(—3(/2) ~ 1+C¢(3C/2> ~
1+C exp(—9¢?/8). Then we have, ®(—2() = o(®(a* — 2¢)) and exp(—2¢?) = o(®(a* — 2())
when ¢ — oo. Since ¢(—a* —2¢) < ¢(—2¢) and 0 < $(a*) < 1, we obtain from (E.14) that,
when ( — oo,

Bl = (14 0(1))®(a* — 20¢). (E.16)

Substituting (E.16) into the first part of (E.7), and noting the second part of (E.6), we obtain
that, when { — oo,
By = 1®(a" —2(), By~ ®d(—a"). (E.17)

We first investigate case (ib), in which it holds that a* — ( 2 +/log N according to the first
part of (E.1) and (* = /log N by the assumption on p. Then from (E.17) and (E.15), it

follows that, in case (ib),

1 . _ 1 «
p(a” = Q), 32~m¢(a —¢)- (E.18)

B, >
P20 —aY),
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Here the first part comes from ¢(z,) > ¢(x) for all z, and ¢(2¢ — a*)e3* /20" = ¢(a* — ().
The second part comes from a* — ¢ 2 y/log N. Since 1+ (2¢ —a*)y < (a* — () according to
the first part of (E.1) and ¢* = y/log N by the assumption on p, we obtain from (E.18) that,
in case (ib),

B, < B,. (E.19)

~Y

Now we study case (ii), in which it holds that a* — { < c¢y+/log N by the first part of (E.1)
and (* = v/log N. Hence, we have 2¢ — a* 2 1. Therefore, from (E.17) and (E.15), it follows

that, in case (ii),

| . 1
e, T PR,

By = o(a* — ). (E.20)
Here the first part comes from 2¢ — a* 2 1 and ¢(2¢ — a*)e342/2*€a* = ¢(a* — (). The second
part comes from ¢(z4) > ¢(x) for all x. Since 1+ (a* — )+ = o((2¢ — a*)+), we obtain from
(E.20) that, in case (ii),

Bl = 0(B2>. (E21>

Combining (E.19) and (E.21) with (E.17), we prove the lemma for cases (ib) and (ii). The

proof concludes. 1

Lemma E2. Suppose a real-valued function sequence hy : R — R, a sequnce ay, and a
positive sequence Ay satisfy AJ_Vl/Z(ILAN — hy) = 0 in L? with Ay = (an,an + Ay). Then

there exists a set sequence Ay such that

/ da =o(Ay) and sup |hy(a) — 1] =o(1).

ANf.AN (ZEAGV

Proof. We define hy(a) = hy(aAy') and Ay = (anAy', anyAN' 4 1). Then clearly (Lay —
hYy) — 0 in L% This further leads to hy — 14s in measure (see, e.g., Theorem 2.15.a of
Folland (2009)), i.e., for every € > 0, fA}‘v L{j1-ns,(a)|>yda — 0. This is equivalent to that, for
every € > 0,

ANl/ L{ji-hy(@)2eda — 0. (E.22)
AN
We hence prove the lemma.

Lemma E3. Suppose the same assumptions as in Lemma E1 and let a* be as defined therein.

Then there exists a deterministic sequence A > 0 such that Corr (s, v, ;(N)) — 1 if and only

if, for some cy — 0,

47



{ (1:p) € {(1p) : ¢ < ewor ¢ —a* > ¢!} Jorq=1, (E.23)

(1, p) € {(p,p) : ¢ < enor ¢ —a* > —cy/log N} for g = 2.

Moreover, if sequence X\ > 0 is determmistic, COFF(?/JZ‘,Z’E(”-(A)) — 1 if and only if

{ A — 0, when ¢ — Oand q € {1, 2}, (B.24)

o) s — 0, when ( —a* — occand q = 1.

C A%ooandm

Further, when ( —a* > —cy+/log N, it holds that

Corr(@bi,{/;q,i()\)) >1+40(1)+0 (%) : (E.25)

Proof. Step 1. As aresult of (E.2) and (E.3), it holds that, by the symmetry of ¢(a), &q(a, A),
and p(a),

[ vtarnada = @ owys [ T exp<—2ac>>2%

7 2 _ of 1+X<a) a— Oda
[ Ptaaptada = (o) [0 b - O (B.27)
[ v, (o Nptaia = (1 o()up [, 001~ exp(=20)o(a — )da. (B29

¢(a — ()da,(E.26)

To facilitate the exposition, we introduce short-hand notation

fa) = \/ﬂgb(a—oﬂ{azo}, 9(a) = (1= ) f(a),  Gyla) = By, )XY t (ﬁg‘”

1+ x(a) f(a).

Comparing the definitions of f and g with the right-hand sides of (E.26), (E.27), and (E.28),
we obtain, for ¢ € {1,2},

" g?Zi
Corr(t, TyaN) = (14 o)), 0,(3) = 10l (5:29)
lgll11gall
where (g,9,) = [ g(a)g,(a)da and ||g|| = /{9, g) stand for the L*-inner product and L*-
2
norm. Moreover, we note that 1 — 6,(\) = %H;HQ HH;HII X gq| - Let d* be the scalar that

minimizes ||g — d x g,||. It obviously holds that, for ¢ € {1, 2},

1
L= 0,(N) > 55 llg — d* x g™ (E.30)
! 2||gl* !
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Moreover, we have that, if §,(\) > 0 and for ¢ € {1, 2},
1 o
1= 0,(\) < 1—0,(\)* = wllg —d" < gy*. (E.31)

Given (E.29), (E.30), and (E.31), the proof will focus on evaluating ||g —d* x g,||. In addition,
given the definition of {L(a, A), we can write, for g € {1, 2},

o= Gl = [(1= €™ ' x byfa))*aPda, with hyfa) = (€ + )7 0, ).
(E.32)
Further, to characterize the magnitude of ||g||, we consider, resepectively, case (ia) where
¢ — 0 (under which ¢ — ¢* < —/log N always holds, as ¢* 2 \/log N by the assumption
p < N~4 with fixed d > 0), case (ib) where ¢ > 1 and ¢ — (* < —/log N, and case (ii) where
¢ —(* > —cny/log N. Here and below we adopt the notation introduced in the statement of

Lemma E1. Since B* is simply ||g||* here, it follows from Lemma E1 that

loll? = { (LA C?)®(a* —2¢), cases (ia) and (ib); (£.33)

O(¢ —a*), case (ii).

By the classic subsequence argument, we can establish the lemma as long as we prove it under
each of cases (ia), (ib), and (ii).

Step 2. We start with demonstrating that, for each ¢ € {0,1}, ,(A\) — 1 holds in case
(ia) if and only if we choose A — 0. Suppose A — 0 and let d* = 2(e~*"¢. We obtain that,
for each ¢ € {1,2} and for all a > 0,

1~ 7% —d* x hy(a)| |1 — 72 — 20ty (a, N)(e™* + ™)
11— e 2% —2Ca| + 2¢A 4+ 2¢a(|1 — e | + e~ )
< 4% 4 20N+ 2e7 7 Ca. (E.34)

IN

The second inequality comes from that [¢,(a, A)| < a and [¢,(a, ) —a| < A for all a > 0.
The last inequality comes from that —%xz <l—-e®—x<0and 0<1—¢e* <z for all
x > 0. As a result, we have, for each ¢ € {1, 2},

lg—d* x Gl < llg—d <Gl S / (Ctat + N 4 e 7220 6(a — 2()da
0

< u(CHHCAN ) = o(ulP). (E.35)

Here the first inequality holds by the definition of d*. The second inequality comes from
(E.32), (E.34), and f(a)? < x(a)¢(a— ) = t¢(a—2¢). The third inequality comes from that
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Jadla—20)da = [(a+ 2¢)Yd(a)da S [(a? + (P)p(a)da S 1 for j € {2,4} as ¢ — 0. The
last inequality comes from ( — 0, a*¢( — oo, and A — 0.
Now suppose A 2 1. Then it holds that, for each ¢ € {1,2},

AN1L ANL
lg —d* x Gl> > / (1— e 22 f(a)2da 2 (2 / Poa—2) 2% (E.36)

The first inequality comes from g,(a) = 0 for all @ € (0, A). The second inequality comes from
inf,<; f(a)? > $x(a)¢(a — ¢). According to (E.33), we have ||g|? =~ :(* as ®(a* — 2() ~ 1
(by the first part of (E.1)) when ¢ — 0. Given (E.29), we prove that for each ¢ € {1,2},
Corr (i, 1,,:(\)) — 1if (by (E.31) and (E.35)) and only if (by (E.30) and (E.36)) A — 0 when
we are in case (ia), i.e., when we have ¢ — 0. We hence establish the first part of (E.24).

Step 3. Next, we show that, for each g € {1, 2}, 6,(\) — 1 does not hold for any A sequence
in case (ib). Note that we always have ¢ 2 1 and (—a* < 1in case (ib), due to ( —a* < (—(*
by the first part of (E.1). We introduce a set sequence A = ((2¢) A a* — 4A, (2¢) A a*), with
A= m A (¢/2). Because ¢(x) = —x¢(z), it holds that, for any real sequence x and
any fixed positive constant C,

o) s inf ¢gla) < sup  P(a) S (). (E.37)

o c
ala xlgl-&-l-r\ “3|a*1|§%‘z|

As a result, we have inf,cq f(a)? 2 t¢((2¢) A a* — 2¢) (by (E.37), the relation right after
(E.6), the definition of f, and A C (0,00)), we have from (E.32) that, for ¢ € {1, 2},

o=@ %Gl 2 10((2) A e =20) [ (1= = xhyfa)da. (E39)

According to (E.33) and (E.15), |lg||* = t¢((2¢) A a* — 2¢)A in case (ib). Then, combining
(E.30) and (E.38), we obtain that, if (A) — 1, then, for ¢ € {1,2},

/ (1= =2 — @ x hy(a))2da = o(A). (F.39)
A

It follows from Lemma E2 and (E.39) that, for each ¢ € {1, 2}, if 6,(\) — 1, there exists a

set sequence A such that,

/A o= o(8) and sl xhya) = (1= ) = of1), (E.40)

acA

It is almost obvious that (E.40) can not hold for any ¢ € {1,2} and for any A, given the

—2a§‘

drastic difference between the definition of h,(a) and 1 — e To see this more clearly,
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we first consider the situation where ( =~ 1. We note that, under ( ~ 1 and uniformly over
a € A (which becomes (2¢ — 4A,2¢) for large N), hy(a) = (1 + o(1))e* %4, (a, A). Apply
the triangular inequality to (E.40) leads to sup,e 4 |d*e® ¢ x iq(a, A) — (1 — e 29)| = o(1),
which can not hold for any ¢ € {1,2} and for any A sequence, because of the nonlinearity of
l—e2€Cinagas(~l.

Then we consider the situation where ( — oco. It is trivial from (E.39) and that ;Z)q(a, A) =
0 for a < A that A < (2¢) A a* — TA/2 for large N if 6,(\) — 1, for each ¢ € {1,2}. As a
direct result, we have, by the definition of h,(a), that, for each ¢ € {1,2}, if 6,(\) — 1 and

¢ — o0,
inf,ca+ hy(a)

SUPgea- Ng(a)
where AT = ((20) A a* — 3A,(2¢) Aa* —2A) and A~ = ((20) Aa* — A, (20) A a*). (E.AL)
and (E.40) clearly contradict as, for large N, any A satisfying the first part of (E.40) would

2 exp(CA) — oo, (E.41)

overlap with both A and A, and hence would violate the second part of (E.40) according to
(E.41). In other words, 6,(\) — 1 does not hold under any A sequence and for any ¢ € {1, 2}
if we are in case (ib).

Step 4. Now we demonstrate that, for each ¢ € {1,2}, 6,(A) — 1 does not hold for
any \ sequence if we are in case (ii) and A7'(a* — \) — oo. We introduce a set sequences
A" = (a*V(+A, "V +2A) with A = =——. We note that infes ¢(a—() 2 o((a*—()+)
by (E.37). Then, from (E.32) it follows that, for ¢ € {1, 2},

lo =& TP 2 6l ~C) [ (- - x ) da. (B2

*

According to (E.33) and (E.15), ||lg||* = ¢((a* — )+ )A. Then, combining (E.30) and (E.42),
we obtain that, for ¢ € {1,2}, if ,(\) — 1,

/ (1= 2% _ g x hy(a))2da = o(A). (E.43)

Moreover, it follows from Lemma E2 and (E.43) that, for ¢ € {1, 2}, if 6,()\) — 1, there exists

a set sequence A such that

/A*—A da =o0(A) and sup|d® x hy(a) — 1| = o(1). (E.44)

a€A

Here we also use e ¢ — 0 (by the first part of (E.1) and ¢* = v/log N — oo due to the
assumption on p). Now we prove by contradiction that, for each g € {1, 2}, 6,(\) — 1 can not
hold if A™!(a*—\) — oo. For this purpose, we introduce a set sequence A’ := (a*—2A, a*—A).
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Suppose A~!(a* — A) — oo holds. Then we obtain that, for ¢ € {1,2}, if §,(\) — 1 and for
all a € A* and a' € A,

exp((a* —ad)() +1

halal) = (1 +0(1) T8

% hyfa) = (1+o())x(@) ™ x hy(a).  (E45)

The first equality comes from A~!(a* — \) — oo and the definition of zzq. The last equality
comes from the definitions of A* and A’ and that exp((A) — oo, which in turn is a result of
that in case (ii) we have (a) ¢ > ¢* — eyv/log N 2 /log N and (b) A™! < cyy/log N due to
a* — (= (* — (> —cyv/log N. Combining the second part of (E.44) and (E.45), we obtain
that, for ¢ € {1,2}, if 6,(\) — 1 and for all a € A’,

d* x hy(a) = (1 + o(1))x(a)™". (E.46)

Since inf,e 4 x(a)™r — oo due to exp(CA) — oo, it follows from (E.46) that, for ¢ € {1,2},

lg—d* x Gl zt/uf«*%—thmm%mfm

2 [ M@l Odaz A fnt 6l ) 2 P

where we note that inf,c 4 x(a)™' — oo ( by x(a*) = 1 and exp(CA) — o00) and infear d(a —
() 2 ¢((a* —¢)y), and we recall ||g||? = ¢((a* — ¢)4)A. This contradicts (E.30) and proves
that, for ¢ € {1,2}, 6,(\) = 1 can not hold if we are in case (ii) and A~ (a* — X) — occ.

Step 5. This step completes the proof regarding condition (E.23) for ¢ = 1, and prove the
second part of (E.24). Given (E.29) and the privious analysis for cases (ia) and (ib), to show
condition (E.23) for ¢ = 1 we only need to demonstrate that, in case (ii), there exists some
sequence A such that 6;(\) — 1 if and only if ( — a* — 0.

We first show the “only if”. By definition of A* (see above (E.42)), it holds that
SUPgea- €xp((a* — a)() < exp(—CA) — 0. Substituting this result into the definition of
hq given in (E.32) and that ¢ (a,\) = (a — \); for a > 0, we obtain from the second part of
(E.44) that sup,c5(a — A)+ = (1 + o(1)) inf,c 1(a — A)4+. This results, given the first part of
(E.44) and the definition of A*, translates into (a*V{+2A—X); = (1+o0(1))(a*V{+A—N),.
Also, it is trivial from (E.43) that A < a* VvV ( + 3A/2 for large N. Therefore, we have that,
if 6:(\) — 1,

A~ a* V(- )\) — oo. (E.47)

However, according to Step 4 and the subsequence argument, 6;(\) — 1 also leads to A™!(a* —
A) S 1. This bound and (E.47) can simultaneously hold only if ( —a* — oc.
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Now we show the “if” part. We note
£ =9l < [ el da=0(~0) 0 (.48)
0

where the first inequality comes from f(a)? < ¢(a — ¢). Moreover, letting d* = (¢ — \) ™!

obtain

If = d* =l

- /Af(a)2da+/oo<1—((“‘“)<+1) g_i)zf(a)Qda
< /f ala+2/A (g_i)Qf( )Qda+2/me2<a*“’C(Z:i)Qf(a)Qda
< - Q)+ C_ap o A /fb (a—A (E.49)

Here the equality comes from (E.32) and the first inequality is obvious. For the second
inequality we use f(a)? < ¢(a—(), [(z—()?¢(z —¢) =1, and ¥~ f(a)? < x(a)Ld(a —
() = %gb(a). We also note (A — () — 0if A < a*, as ( — a* — oo. Hence, given (E.49),
and noting [~ ¢(a)(a — A)*da =~ 5z ¢()), we have that ||f —d* x gi|| = 0, when X satisfies
the second part of (E.24). (Such A always exists, because A = a* satisfy the condition as
¢ —a* — oo and plo(a*) = ¢(a* — ()/2 — 0.) Given (E.48), and noting ||g|*> = 1 from
(E.33) (note ¢ — a* — oo can only occur in case (ii) by the first part of (E.1)), we obtain
lg —d* x G| = o(||g|]). Since ||g — d* x g1]| < |lg — d* x g1|| by definition of d*, the “if” part
follows from (E.31). We hence establish condition (E.23) for ¢ = 1.

Now we prove the second part of (F.24). The paragraph after (E.49) already proves the
“if” part of the second part of (E.24).

We now demonstrate the “only if” part. When ¢ — A < 1, it holds that, for all d,

A
If = dx Gl > [ fidax

The first inequality comes from A > a* as ( — a* — 00, the second inequality comes from
that f(a)? > %(;S(a — () for all @ > a*, and the last inequality comes from ¢ — A < 1 and
¢ —a* — oo. Combining (E.48) and (E.50), and recalling (E.31) and that ||g]|* ~ 1 from
(E.33) under ¢ — a* — 00, we obtain that the condition { — A — 0o is necessary.

Now suppose ¢ — X — oo holds but p~1¢(A\) = (14 A?)(¢ — X)2. This indicates p~to(\) —
0o. Since p~lp(a*) — 0 (see after (E.49)), we have (a* — \)/(1+ \) — oco. Therefore, letting

l(a) = I{r<q<a*}, We have, for all d,

(PA=¢) -2 -() 2L (E.50)

l\DI»—t
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* *

15 x |2 = A (@ =9 4 12(a — A)2f(a)2da > %/A (a—N2o(a)da > -2 > (a2

p(1+A2) ~
(E.51)
The second inequality comes from (e~ 4+ 1)2f(a)? = (1 + x(a) " )é(a — ¢) and x(a) =
L¢(a — ¢)/d(a) by definition. The third inequality comes from (a* — X)/(1 + X) — co. The
last inequality comes from p~tp(N\) 2 (1 + A?)(¢ — A\)? that we suppose. Since |f x [||? =
f/\ a)?da < ®(a* — ) — 0, given (E.48) and (E.51), we obtain that, for all d,

lg —dx gl = lf =d>x gl +0o(1) = [|(f —d xg1) x| +0(1) 2 dx (¢ =A)+0o(1). (E.52)

Given (E.52), and recalling ||g||* = 1 from (E.33), ||g —d x ¢1|| = o(1) can hold only if
d = o((¢ —A)~"). However, for all d < $(¢ — X)™', it holds that

IF—axall 2 [ 0max @ @ ez | [ faraaz Lo -0 21
“ “ (E.53)
The second inequality comes from that @ ~?¢ +1 <2and a — A < ¢ — A for all a € (a*,(),
the third inequality comes from that f(a)? > é(a— ) for all @ > a*, and the last inequality
comes from ( — a* — oco. Given (E.48), (E.53) contradicts ||g — d x g1|| = o(1). Therefore,
recalling (E.31), we conclude that p~'¢(\) = o((1 + A?)(¢ — A)?) is indeed necessary. The
second part of (E.24) has been proved.
Step 6. In this step we finish the proof regarding condition (E.23) for ¢ = 2. Given (1.29)
and the privious analysis for cases (ia) and (ib), we only need to show that, in case (ii),

2(\) — 1 for some sequence A. Under A = a* and d* = (~!, we obtain
N a* oo a 2
If —d" xg|* = / f(a)2da+/ (1 — (1) x Z) f(a)*da
0 a*

a* o0 2 00
< / f(a)?da +2 / (“gc) f(a)*da +2 / e<a—a><‘52f< a)’da

< —a)+ 5 [ dowdas 2 [k ot o

CQ
< B2 —a*) + 52<1+<a — O )PB(C — o)
+é(1 + (a* + 0))%* D (—a* — (). (E.54)

Here the equality comes from (E.32) and the first inequality is obvious. For the second

inequality we use (a)? < x(a)é(a - ¢) = tg(a — 20), f(a)? < é(a— C), and e 2g(a — C)
¢(a + ¢). The last inequality comes from that [ a*¢(a)da ~ (1 + 4 )*®(—x) uniformly
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over . Moreover, we note (1 + (a* + ())e** ¢®(—a* — () = > ¢¢p(a* + () = ¢(a* — () =
(1+ (a* — ¢)4+)P(¢ — a*) using (E.15). Furthermore, since we are in case (ii), it holds that
1®(2¢ — a*) = o(P(¢ — a*)) according to (E.17) and (E.21), and that 1+ (a* — {)+ = 0o(()
(by the first part of (E.1) and ¢* = /log N due to the assumption on p). Substituting these
results into (F.54), we have that, under A\ = a* and d* = (71,

If = d" x Gf|* = o(®(¢ — a”)). (E.55)

On the other hand, we note ||f — g||* < ®(—() (see below (E.49)) and ®(—¢) = o(®({ — a*))
due to 1+ (a* — ()4 = o({) (see above (E.55)). Combining these results with (E.55), and
noting ||g||? = ®(¢ — a*) in case (ii) according to (E.33), we finally obtain that, under A = a*
and d* = (7,

lg —d* x ol = o(]lgl])- (E.56)

Since ||g — d* x 1| < |lg — d* x G1|| by definition of d*, we prove #,()\) — 1 in case (ii) for
some sequence \. (E.23) is completely established.
Next, it follows that, under A\ < a* and letting d* = ¢,

lg — d* x G| (E.57)
- o (Y L1+ x(a
< llg—& xBlP < ofllgl) +2¢* | LR (O PV
A X(a)
8a*2

¢p

*

8 a
< ollal)+ 35 [ aotada < oflol?) +

®(=2) < o([lgll*) + O(p~ ®(=N)). (E.58)

The second inequality comes from (E.56), the triangle inequality, the definition of gy(a) given
after (E.28), and that ¥,(a, \) — y(a, a*) = al{r<a<q+y for all @ > 0. The third inequality
comes from H%a()“%(a—C) < X(Qa)gb(a—g“) = ﬁ (a) for a < a*. The fourth inequality is obvious
and the last comes from ¢* < ¢ as we are in case (ii). (E.58), (E.29), and (E.31) together

proves (E.25). 1

Lemma E4. Suppose the same assumptions as in Lemma E1. Then, for any deterministic

positive X sequence satisfying pN®(( — \) — oo, it holds that, for q € {1,2},

19, (N2 = (1 + op(1)) NE(d,,(V)?).

Here 1~bq()\) stands for the N-dimensional vector whose components are 1~/)q7i(/\).

Proof. Throughout the proof A is an arbitrary sequence as described in the statement of the

lemma. The strategy is to calculate the magnitude of E(¢, ;(A)?) and E(¢,;(A\)*), and then
establish the probability limit using Chebyshev’s inequality. It holds by the definition of @Nqu’i
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and (E.2) (the condition p — 0 it relies on is assumed here too) that, for g € {1,2},
By () =201+ 0o(1)) [ D@ nf (6fa) + Gota =) da. (£
0
On the other hand, we can calculate, for j € {2,4},
/000 Jl(a, N ¢(a)da = /000 ¢\ + a)da = L{J(I)(—)\), (E.60)
| h@ayota=gde = [ @o—cradm dupc-n, (€6

where we use short-hand notation ¢, = (1 + A)~! and L1 = ﬂgf\:gi Similarly, we have,
for j € {2,4},
| Barvsada = [0 0o+ ayda s d,0(-), (E.62)
A 0

/)\00 @Q(CL, N o(a—)da = /OOO()\ +aY o\ — (¢ +a)da = Lg,zfl)(g —)). (E.63)

where 157 = A+ (1 +A)"' and 19 = A + }Ig:gi Then it holds that, for ¢ € {1, 2},

E(z/)q,i()\yl) < L;l,lq)(_A) + L3,2Pq)(§ —A) < 2 Lf,,l@(—A) + Lg,QP(I)(C —A)
E(1,;(\)2)2 7 g ®(=A)? g op®®(C = A)? P2 1P(=N)2 1P P(C — M)
) 2 _ 2

P2L0(=N) +2,00(C = A) T pB(C—N)

L

Here we obtain the first inequality by substituting (E.60), (E.61), (E.62), and (E.63) into
(E.59). The second inequality comes from that ¢,; < ¢, for ¢ € {1,2}. Since pN®({ — ) —

oo by assumption, we have, for g € {1, 2},

Var(lg?) _ E(@y) 1
(B 12) ~ NE@,)2 ~ Ne2(( =)

— 0. (E.64)

Here we suppress the argument \ of @NZqui for simplicity and the first inequality comes from
that iqﬂ. is i.i.d. across i. The current lemma directly follows from (E.64) and Chebyshev’s

inequality.

Lemma E5. Suppose the same assumptions as in Lemma F1. Let a1(a, A, b) = blyjq—r>—p}
and Paz(a, A\, b) = Ayjq-r<p}- Also suppose that Ay and by are two deterministic positive
sequences satisfying pN®(( — Ay) — oo and by = o (1/\/10g N). Then it holds that, for
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q€{1,2},

E(|ha,q(2, Av, by)[2) = o(B(8, (%, An)?))-
Proof. Throughout the proof Ay and by are two arbitrary sequences as described in the
statement of the lemma. For simplicity, we omit the subscript NV of Ay and by and also omit
the last two arguments of ¢a 4. Using (E.2) (the condition p — 0 it relies on is assumed here
too), we have, for ¢ € {1,2},

Bwaa(5)) = 201+ 0(1) [ vaaa) (060) + Sola =) da. (E.65)

To evaluate the right-hand side of (E.65), we write

/¢A71(a)2¢(a)da = b :C; p(a)da = b*®(b — \), (E.66)
/1/1A71(a)2gb(a —Qda = V¥ :C; d(a — ¢)da = b*®(C +b— N), (E.67)
/ vas(af'olada = X [ o(a)da < NG((N~D).) (E.68)

A+b
/ Yap(a)’dla—)da = N (a—C)da < 20X2p(A—b—C)y).  (E.69)

A—=b

On the other hand, it holds that, for all sequence (a, a) satisfying |a — a| < b,

PO(-8) < e < ex(l+a) P ola) + enN

< en(l+ay) 3(®(—a) +exnN7h). (E.70)

The first inequality comes from b = o(1/y/logN) and (E.15). The second comes from
(D.18) of Lemma D4. For the last inequality we use (E.15), too. Further, we note that
1+X) 7 <ug<uzand (1+(AN—¢)4)" <z (introduced after (E.61)). Then, using
(E.70) (choose (a,a) = (A, A —b) and (a,a) = (A — {, A — { — b) respectively), and noting
p—0,111 <t and p®(¢ — \) = N~! by assumption, we obtain

D*O(b— A) + *p®(C+b— A) = 0(t] (=) + 1] 2pP(C — V). (E.71)

Given (E.65), (E.66), (E.67), (E.59), (E.60), and (E.61), we obtain from (E.71) that
E(¥a1(%)?) = O(E(Q,ZLZ-(/\)Q)), which proves the lemma for ¢ = 1.
Next, it holds that, for all sequence (a,a) satisfying |a — a| < b,

CN

W¢(a+) <en(l+ay) ' (ay) +enN! < en®(—a) +exN~H (ET2)

bo(as) <
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We recall z; = max{xz,0}. The first inequality comes from b = o (1/y/log N). The second
comes from (D.18) of Lemma D4. For the last inequality we use (E.15), too. Further,
we note that A < 197 and A < 195 (introduced after (E.G1)). Then, using (E.72) (choose
(a,a) = (A, A —b) and (a,a) = (A — (, A — ( — b) respectively), and noting p — 0, 121 < ta2,
and p®(¢ — \) 2 N~! by assumption, we obtain

DA’ D(b — A) + bA%p®( + b — A) = 0(17 1 P(—A) + 1] ,pP(¢ — N)). (E.73)

Given (E.65), (E.68), (E.69), (E.59), (E.62), and (E.63), we obtain from (E.73) that
E(¢a2(%)%) = o(E (wh( )?)), which proves the lemma for ¢ = 2. 1

Lemma E6. Suppose the same assumptions as in Proposition B2. Suppose X is a positive
deterministic sequence satisfying pN®(u — A) — oo. Also suppose X' is a G-measurable
sequence X' that satisfies [N — A| = op (1/3/log N). Then it holds that :9\;()\’) = S,(\) +
op(SOFT +1) for ¢ = {1,2}.

Proof. Throughout the proof A and )\ are arbitrary sequences as described in the statement
of the lemma. Every result holds for ¢ € {1, 2}.

We first provide a bound on ||1A/)q(/\’) - @q(/\)HQ. Since % = VT(s; + &) and we have
max; |&;] <p \/(log N)/T by uniform bound on ii.d. normal variables and |s;| < N~¢
by assumption, we obtain +/(log N)/T max;|%| = op (1/vIogN) as (logN)*/T — 0 by
assumption. Combining this result with the first part of (D.12) of Lemma D2, and noting
T = o(N) by assumption, we obtain

sup |z; — Zi| = op <1/\/logN). (E.74)

i<N

Further, by definition it holds that, for all a, b > 0, and A > 0,

sup W (', N) — D (a, N)| < ag(a, A\ b) + Ligmny¥oar(a,\,b),  (E.75)

(a/,N):|a’ —al+| N —=A|<b

where 1a , is introduced in the statement of Lemma E5. Substituting (E.74) and [N — A| =
op (1/\/log N) (by assumption) into (E.75) (choose (d’,a) = (Z;, %)), applying Lemma E5,
noting [t (a, \)| < [hy(a, A)| by definition, and using Chebyshev’s inequality, we obtain

194 (N) = dg(WI* = o(NE(,:(N)?)). (E.76)

Using max;<y [0;/0; — 1| Sp ey by (D.1) of Lemma D1 and the triangular inequality, we

further have
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lo@,(N') = @M = o(NE(¥,,:(1)*): (E.77)

Next, we write

@\ )= TN < @ (X)T—d, W[ = op ( NE(D,,(V)?)(1+ sOPT>) (E78)

The first inequality comes from Cauchy-Schwarz inequality. For the last equality we utilize
vl <p 1+ SOFT by Corollary 2 and (E.77). On the other hand, we have

Var(i,(\)T9) < NE(¥,;(\)*97) < NE(¥,,:(A)’af) = o(NE($,;(\)?)). (E.79)

(2

The first inequality comes from that both 17)(1,2‘(/\) and 1; are i.i.d. across i. The second
inequality comes from v; = E(«;|G) and that qu’i()\) is G-measurable. The last equality
comes from |o;| < = 0(1). As a result of (E.79) and Chebyshev’s inequality, we have

B0 = NE@, (i) + op ( NE(zZq,xA)?)) | (E80)

Combining (E.78) and (E.80), we obtain

o, (X)) = NE(W,;(\)y) + op ( NE(4h,;,(A)?)(1 + SOPT)> : (E.81)
Moreover, it holds that

Pla MNP = [[dgWIP + OUlo@y(X) = ¥y + 19N Hllo@,(X) = &, ()]
= (L4 0p(1)NE(¥,,(N)). (E.82)

The first inequality comes from Cauchy-Schwarz inequality. The second equality is a direct
result of Lemma E4 and (E.77).
Next, we note that E(zzq,i(A)) = 0 by symmetry of 1(a, \) in a. Because zzq,i(A) is i.i.d.

across ¢ and independent of f3, it follows

(1870, (NIP18) S By AN I8IRax Se NE($,;(\)?)- (E.83)

Then we have

o7, (N) | < 187N + 18T (0@ (X) = (M) Se \/ NE@:(N)?) + en Ny E(@y:(V)?2).
(E.84)

E.84
where the last inequality comes from (E.83) and (E.77). Therefore, we obtain
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M@ (\)I[F = (&N = @(N) TP (V) = o [[ag(N)|I* + o (NE(¥,, ;(N)?)), (E.85)

q

Wo(N) Mgty = W, (X)) + @, (N) Py = wy (X)) + op ( NE(z/zq’i()\)Q)) : (E.86)

The last equalities of both results come from (E.84) and A\ (878) Zp N. For the last
equality of (E.86), we also use ||8T¢| <p NY?E(a?)'/? <p exN'/2. We now conclude that

Wy MM (14 op ()TN

Mg, (X[ NE(TZq,i()\)z) P(1)

= (14 0p(1))S,(\) 4+ 0p(1+ SOFT) = S,(\) + 0p(S°FT 4+ 1). (E.87)

The first equality comes from (E.85), (E.86), and (E.82). The second comes from (E.81).
The last equality comes from S,(\) < NY2E(y2)/2 = SOPT in which the inequality is just
Cauchy-Schwarz and the equality holds by definition.
Finally, (C.5) and (C.6) establishes that, under Assumption 1 and for all G-measurable
w, w(a — E(a|G))/||w|| = op(1). Choosing w = @, (X')"M, and noting ¢ = o~ 'E(a|G), we
obtain S S
Wi (N) Mo Wy (N')TMigep

S (N) = - — 2 + op(1). E.88
) = Sipa )~ e W (E.88)

Given (E.87) and (E.88), we prove the lemma. §

Lemma E7. Suppose the same assumptions as in Proposition B2. Then it holds that §;()\) =
op(1), for all G-measurable positive sequence \ satisfying p>pN®({ — \) = op(1) and for
q € {1,2}.

Proof. Throughout the proof X is an arbitrary sequence as described in the statement of the
lemma. Every result holds for ¢ € {1,2}. We let \* be a deterministic sequence such that
A > \* in probability and p?pN®(¢ — A\*) — 0, which is apparently always feasible.

When ®(¢ — \*) 2 1, we have u?pN — 0 and thereby (SOFT)?2 = NE(¢?) < NE(s?) <
pNp? — 0. Since §(’1(/\) is the Sharpe ratio generated by i, (A)TMp, which is G-measurable
and satisfy @, (A)"TMsS3 = 0. Then we obtain §;(A) < SOPT 4 0p(1) = op(1) from the second
part of Theorem 2 and Corollary 2 (the assumptions of the lemma obviously guarantee the
prerequisites of both). Since —§(’1()\) is the Sharpe ratio generated by —uy (\)™Mlg, we obtain
—SI(A) < op(1), too.

When ®(¢ — \*) — 0, we have &(—\*) < &(( — A*) — 0. Moreover, it holds that, for all
sequence (a, @) satisfying |a — a| = o (1/v/log N),

1 1
a) <
1+a+¢(a+) S 1Y a,

(—a) (é(a) + exN %) S B(—a) + ey N2 (E.89)
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The first inequality comes from |a — a| = o (1/y/log N) and (E.15). The second comes from
(D.18) of Lemma D4. For the last inequality we use (E.15), too. Then, using (E.89) (choose
a = A" and a = \* — ( respectively), we have that, for all by = o (1/\/10g N),

{ N®(by — A) S NO(=A") + ex N~ = o(N), (E.90)

pPNO(C+by = A) S pNO(C — A) + enpN ™1 S o(u™?).

Here the last inequality comes from p?pN®(¢ — A*) = o(1) and u = o(1) by assumption.
Hence, it holds that, for some by = o (1/\/log N),

D Ty SPY L Tnaby

i<N i<N

<p NO(by — X*) + pNO(( + by — X*) = o(N), (E.91)

> e e P Lz —bvazoy Sp ANO(C + by =A%) S o(u™?). (E.92)
i<N i<N

For both results, the first inequality comes from (E.74), the second inequality comes from the
density of Z; and Chebyshev’s inequality, the last inequality comes from (E.90). As a result,

we have

1872, < W lheaxli@ N, (3 Ly oy = o0 (VI (E.93)

i<N

Here the first inequality comes from Cauchy-Schwarz inequality, and the last equality comes
from (E.91). Then we obtain

M@y (MI* = [l@5 (M1 — @5 (A)TPaig(A) = (1+ op(L) @M (E.94)

For the last equality, we use (E.93) and Apnin(578) Zp N. Similarly, using (E.93),
Amin(B76) 2p N and ||B7a| <p NY2E(a?)/? <p cxN'/2, we obtain

()\)TMﬁa =W ()\)Ta + W ()\)TIP’ﬁa =W ()\)Ta + 0p(||w M])- (E.95)

Combining (E.85) and (E.86), we now conclude that

. Wy, (A)TMgax W (A)Ta

S0 = gz ~ W)y el (190)

On the other hand, it holds that
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[w,(M)Tal > ey 104 (M) L ia, (0 £0,0:20)
e I ] <1 [ Ly wrvaior = 0p(L). (B9
q q

i<N

The first inequality holds by [s;| = £14,0}, the second by Cauchy-Schwarz inequality, and
the last equality holds by (E.92). The lemma follows from (E.96) and (E.97). n
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